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We show that the scalar-tensor gravitational field equations can be split up into a set of initial-value 
equations and a set of time-evolution equations and that the initial-value equations preserve their for~ 
as they propagate forward in time. The proper amount of freedom for the stress-energy tensor IS 

maintained, and the Cauchy problem is thus posed reasonably well. 

I. INTRODUCTION 

A very useful way of treating a physical problem is 
to consider it as a Cauchy problem. This consists in 
general of two parts: (a) determining what sort of 
initial data (Cauchy data) must be given in order to 
determine completely the future evolution of the 
system and finding what constraints must be satisfied 
by the initial data, and (b) determining the future 
evolution itself. The Cauchy formulation has been 
very useful for studying causality and is also of great 
utility in time-dependent machine calculations 

In addition, a physical theory must be well posed 
in terms of the Cauchy problem if the theory can be 
said to represent physical reality. 

In this paper we extend the work of Lichnerowicz,1 
Foures-Bruhat,2 and BrilJ3 on the Cauchy problem in 
general relativity to the Brans-Dicke scalar-tensor 
gravitational theory.4 We use methods similar to those 
of BrilP and show how, although the introduction of 
the scalar field <1> complicates the calculations, it is still 
possible to split the scalar-tensor field equations into 
a set of initial-value equations on an initial hyper
surface and a set of evolution equations which continue 
the solution out of the initial hypersurface. 5 

We also show that any solution thus generated 
continues to satisfy the initial-value equations in some 
neighborhood of the initial hypersurface. 

1 A. Lichnerowicz, Theories relativistes de la gravitation et de 
l'electromagnetisme (Masson et Cie., Paris, 1955); J. Math. Pure 
Appl. 23, 37 (1944); Compt. Rend. Acad. Sci. Paris 260, 3291 (\965). 

2 Y. Foures-Bruhat, Acta Math. 88, 141 (1952); J. Ratl. Mech. 
Anal. 5, No.6, 951 (1956). 

30. R. Brill, Ph.D. thesis, Princeton University, 1959; Ann. 
Physics (N.Y.) 7, 469 (1959). This technique is also discussed in 
J. Weber, General Relativity and Gravitational Waves (Interscience 
Publishers, Inc., New York, 1961), pp. 107-109. 

4 C. Brans and R. H. Dicke, Phys. Rev. 124,925 (1960). For a 
discussion of more general scalar-tensor theories, see P. Jordan, 
Schwerkraft und Weltall (F. Vieweg, Braunschweig, 1955), 2nd ed. 
See also D. R. Brill, Proceedings of the E. Fermi School, Course X X 
(Academic Press Inc., New York, 1962). 

5 For an example of a solution of the Cauchy problem in general 
relativity see, e.g., J. M. Cohen, in Lectures in Applied Mathematics 
8, Relativity Theory and Astrophysics, J. Ehlers, Ed. (American 
Mathematical Society, Providence, R.I., 1967). 

II. FORMULATION OF CAUCHY PROBLEM 

We write the scalar-tensor field equations as4 

X!'v == <1>G!'v - 87TT!'v - ~ (<1>,!,<1>,v - ig!,v<1>,;.<1>')") 

+ g!'v<1>j'" - <1>,!,;v = 0 (1) 
and 

<D ;"'=~T 
,'" 3 + 2w ' 

(2) 

where G!'v == R!'v - ig!,vR is the Einstein tensor, and 

Without loss of generality we now choose a normal 
Gaussian coordinate system, 6 which has the property 
go!, = gO!' = -1\°. We then pose the initial-value 
problem on the hyper surface whose local equation is 
given by XO == t = O. 

Now the field equations (1) and (2) contain no time 
derivatives higher than second, and thus the Cauchy 
data to be given on the surface XO = 0 will include 
gkl' <1>, T!'v' gkl,O' and <1>,0' We now show that the 
equations X!'O = 0 are, as in Einstein's theory, the 
initial-value equations on the Cauchy data. These 
initial-value equations are also known as constraint 
equations. 

We write the Bianchi identities as G!,o;o = -G;;k and 
note that the right-hand side of this expression cannot 
contain time derivatives higher than second order. 
Therefore, since this expression is an identity, G!,o 
contains only first time derivatives. Note also that 
the expression o!,o<1>,/; - <1>,/ seems to contain second 
time derivatives if f.t = O. In this case, however, the 
expression becomes <1>,0:0 + <1>,k;k - <1>,0:0 = <1>,k;k, and 
thus we conclude that X/lo contains no second time 
derivative at all. Therefore, the equations 

(3) 

• J. L. Synge and A. Schild, Tensor Calculus (University of 
Toronto Press, Toronto, 1949), pp. 62-65. 
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are conditions on the initial values, which correspond 
to the situation in general relativity. Likewise the 
equations 

(4) 

together with Eq. (2), are the equations of time 
evolution. The quantities XOk are, in the normal 
Gaussian coordinate system, linear combinations of 
X10 and need not be considered explicitly. 

We now demonstrate that if the conservation laws 

T/;v = 0 (5) 

are satisfied, then any solution found by integrating 
the time-evolution equations (2), (4), and (5) will 
always fulfill the initial-value equations (3) in the 
future. The time-development equations (2), (4), and 
(5) are considered to hold over all of that part of 
space-time where the normal Gaussian coordinate 
system is valid. 

Equation (5), written T v. = TO.o + T kk = 0 is a 
II ,v Jl , II. , ' 

time-evolution equation for the Tilo part of the stress-
energy tensor, and we show later on that we are then 
left with just enough freedom to specify the type of 
stress-energy tensor corresponding to the physical 
system under consideration. These physical specifica
tions then completely determine the problem. Re
member that the arbitrariness of the coordinate system 
has been removed by choosing the coordinates to be 
normal Gaussian. 

We note that it may be shown by the methods of 
Lichnerowicz1 (as in general relativity) that the 
characteristic surfaces of the systems of Eqs. (I) and 
(2) are null surfaces and that these equations constitute 
a hyperbolic system. 

We now use a variant of Brill's method3 and show 
that if XIlO = 0 at XO = 0, then the propagation 
equations (2), (4), and (5) imply 0 = XI'°,O = XI'°,OO = 
... , at XO = O. Thus X1'° will be shown to vanish 
identically inside some nonzero interval about XO = O. 

We take the divergence of Eq. (I) and use Eqs. (5) to 
obtain 

Xv. = cD R v - J·cD R - ~cD ;vcD I' ,v ,v I' 2 ,I' cD' v ,I' 

(6) 

Since cD . ;v = cD . ;v = cD ;v. + R vcD Eq (6) be-
.It, v ,V,JI ,v ,Il JJ. ,v' • 

comes 

X/;v = tcD'I'(R + ~cD)V - ;2cD,vcD'v) =cD,I'Xj2cD. 

(7) 

We can now evaluate this expression at Xo = O. By 

taking the trace of Eqs. (1) and eliminating T by means 
of Eq. (2), we obtain X/;v = 0 at XO = O. 

Thus we obtain X °0 = r oVX ° - r oX v - X k I' , I' v Ov I' I' ;k 

at XO = O. But the right-hand side of this equation 
vanishes at XO = 0, and therefore XI'°,O = 0 there. 

Now consider again Eqs. (7). By differentiating 
partially with respect to xO, one can show, with the use 
of the relations X ° ° = 0 (at XO = 0), that X ° = I' , I' ,00 
o at Xo = O. This process can be continued to any 
order, and thus XIlO vanishes identically in some 
neighborhood of the hypersurface XO = O. This 
neighborhood is a region at least as large as the region 
in which the normal Gaussian coordinate system is 
usable. 

This proves that the Cauchy problem is well posed 
if the initial-value equations (3) can be satisfied on the 
initial hypersurface. 

III. CONTINUATION OF PHYSICAL QUANTITIES 
FROM INITIAL HYPERSURFACE 

We now discuss in detail how the metric, the scalar 
field, and the stress--energy tensor can be continued 
uniquely as far as the coordinate system is usable. 
If one writes out Eqs. (2), (4), and (5), one sees by 
inspection that gkl,OO' cD,oo, and Til °,0 are given as 
functions of gkl' cD, their space derivatives and first 
time derivatives, and of T/. This allows us to con
tinue gkl' gkl,O' cD, cD,o, and Tilo from the hypersurface 
Xo = 0 to a neighboring hypersurface XO = CJt, an 
infinitesimal distance from the initial hypersurface. 

But how is one to continue Tkl? To answer this 
question we must go into the physics of the situation 
and show that we have the correct amount of freedom. 
This must be so if we are to treat physical problems 
sensibly. 

Let us first note that if Tkl is given arbitrarily over 
all space-time, then the problem is completely solved: 
we will have "continued" Tkl by brute force, as in 
Synge's treatment.7 This circumstance does not 
usually arise in physical problems, but we see that any 
physical method of continuing Tk I can be used. 

We consider two general cases which are of physical 
interest and which include important special cases. 

(A) Tkl = fkl(TIlO). In this case we continue Tkl to the 
neighboring hypersurface by knowing it as a function 
of Tllo, which we have already shown how to continue. 
The p~rfect fl.~id, for w~ich Tl'v = (p + p) UIlU

V 
+ 

pgllv With a given equatIOn of state p = pep), is an 
example of this type. The four independent quantities 
p and Uk (remember that U;.U;' = -1) can be found 
from Tilo and then substituted into Tkl. 

7 J. L. Synge, Relativity: The General Theory (North-Holland 
Publishing Co., Amsterdam, 1960), pp. 213-16. 
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(B) T,: = f,:(F) , where the tensor F satisfies another 
set of differential equations for which the Cauchy 
problem may be correctly posed. The conservation 
equations (5) must then be compatible with the F 
equations, and we can say that F is continued by its 
own set of time-evolution equations in such a way that 
the conservation laws, Eqs. (5), hold automatically. 
The electromagnetic field in vacuo is of this type. 

Another case which may be of interest is Tkl = 
fkl(g"..). In some special cases the stress tensor can be 
reduced to this form. 

IV. DISCUSSION 

We conclude that the Cauchy problem for the 
scalar-tensor gravitational theory can be posed in 
a manner similar to that for general relativity. 

One can also use a coordinate-free method involving 

JOURNAL OF MATHEMATICAL PHYSICS 

orthonormal Cartan frames,S as in general reiativity.!,2 
The present method, employing normal Gaussian 
coordinates, was used without loss of generality 
because of its simplicity. 
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A better algorithm for reduction of a group representation than that given in an earlier paper [J. R. 
Gabriel, J. Math. Phys. 5, 494 (1964») is derived. 

1. INTRODUCTION 

It has been shown in a previous publication,! 
which will be referred to as I for the rest of this paper, 
that, in order to reduce a given group representation, it 
is sufficient to reduce the commutator algebra2 of the 
group and that the commutator algebra is the algebra 
of all matrices which commute with the representa
tives of the group generators3 (the proof is in I, 
Lemmas 1 and 2). Paper I did not give a usable method 
for constructing and reducing a set of basic elements 
for the commutator algebra, and the purpose of this 
paper is to present easily usable techniques. Readers 
who would like a concise discussion of group algebras 
are referred to Weyl's book on group theory and 
quantum mechanics.3 The construction of irreducible 
representations of the commutator algebra depends on 

• Work performed under the auspices of the U.S. Atomic Energy 
Commission. 

1 J. R. Gabriel, J. Math. Phys. 5,494 (1964). 
• H. Weyl, The Classical Groups (Princeton University Press, 

Princeton, N.J., 1946), p. 93. 
8 H. Weyl, Group Theory and Quantum Mechanics (Methuen and 

Company Ltd., London, 1931; Dover Publications, Inc., New York), 
pp. 165-170 and 302-309. 

the construction of irreducible representations of the 
commutator algebra of two given matrices U and V, 
which will be treated first in Secs. 2 and 3. The reduc
tion of a group representation is discussed in Sec. 4. 

2. COMMUTATOR ALGEBRA OF ONE MATRIX 

Let U be unitary or Hermitian. Let one of its eigen
values be (l(, and let the number of linearly independent 
eigenvectors belonging to (l( be na' 

Call the eigenvectors j(l(i), i = 1, ... , na' It may be 
assumed with no loss of generality that 

«(l(i I (l('i') = b(l((l('oii'. (2.1) 
Define 

'fIa 
Ea = L j(l(i)«(l(ij, (2.2) 

i=l 

then 
U = L(l(Ea, (2.3) a 

EaEa' = O(l((l('Ea, (2.4) 
and 

1 = LEa. (2.5) a 
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Suppose that 

cu = uc. 
By (2.5) 

c = ICI = 2 EaCEa' 
a,' 

for any C. 
Write 

From (2.4), (2.7) may be written 

C - ~ acaa' a' - kE E. 
aa' 

(2.6) 

(2.7) 

(2.8) 

(2.9) 

Substituting (2.3) and (2.9) in (2.6), and using 
(2.4), it may be shown that (2.6) implies 

c aa' = 0, unless rx = rxrx' ; (2.10) 

i.e., that if C commutes with U, 

(2.11) 

This condition, or (2.10), is also sufficient, as can 
be verified by substituting (2.11) and (2.3) in (2.6). 

Note that (2.11) shows that 

(2.12) 

for all rx. This is another necessary and sufficient 
condition for C to commute with U. 

The matrices E
a are primitive idempotents or 

projection operators because of (2.4). The space sa 
selected by E

a is spanned by the na vectors Irxi) belong
ing to rx. 

Substituting (2.2) into (2.11) shows that 

C = 22 2Irxi)(rxil C Irxj)(cxj/ 
a i i 

= 222 Caij /rxi)(rxj/, (2.13) 
O! i i 

where 

Cij = (rxil C Irxj). (2.14) 

The numbers caij are not restricted in any way, and 
so any vector of sa may be mapped onto any other 
vector of sa by C. Therefore sa is irreducible with 
respect to (w.r.t.) the commutator algebra of U. 
Equation (2.11) or (2.12) shows that it is also invariant 
under the commutator algebra of U. 

3. THE COMMUTATOR ALGEBRA OF TWO 
MATRICES U AND V 

One of the important results of Sec. 2 was to show 
how the total space S was divided into subspaces sa, 
each invariant and irreducible under the commutator 
algebra of U. Two subspaces sa and sa' may be 
transformed independently by elements C of the 
commutator algebra of U. 

The requirement that C commute with Vas well as 
with U can reasonably be expected further to subdivide 
the spaces sa. It has one other effect. Using the nota
tion of (2.8), it forces certain of the matrices ca = 
EaCEa to be equivalent to each other if C is to commute 
with both U and V. Although it is necessary in the end 
to discuss this formally, a heuristic treatment of the 
condition shows its true causes much better than the 
formal discussion, and will be given first. 

Let an eigenvalue of V be (J, analogous to rx in Sec. 
2. Then 

2 EP = 1, (3.1) 
P 

I eli) = 2 EP Irxi) = 2/rx{Ji), (3.2) 
P P 

where 

/ rx{Ji) = E
P / rxi) 

is an eigenvector of V. And 

(3.3) 

C /rxi) = 2 Caij /rxj) 
j 

= 2 Cij 2/ rx{Jj) (3.4) 
P 

= 22 CaPij I rx{Jj) , (3.5) 

where 
P j 

C,Pij = Caij, for all (J. (3.6) 

Let sPa be the space spanned by the na vectors 
/rx{Ji), i = 1,2, ... , na' Equation (3.6) requires the 
same transformation in each space sPa. 

Equations (3.4)-(3.6) appear deceptively simple. 
However, since the na vectors /rx{Ji) are not necessarily 
linearly independent and some of them may be null, 
(3.4)-(3.6) have to be analyzed in great detail to dis
cover exactly what they imply about the subspaces of 
sa or SP, which are invariant under the algebra of all 
matrices that commute with U and V. 

It turns out that the argument revolves around 
Lemma 3 of J, which is an extension of Schur's lemma, 
and that the best approach to the problem is not 
through (3.4)-(3.6), but as follows: 

Consider 

C = 2 EPCfJEP. (3.7) 
Ii 

By (2.11) it commutes with V; by (2.12) it commutes 
with U, if and only if it commutes with each Ea. 

Suppose 

(3.8) 
i.e., 

2 E'EPCPEP = 2 EP'CP'EPEa. (3.9) 
P fl' 

Premultiply by EP' and postmultiply by EP: 

(3.10) 
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Equations (2.4) and (2.9) show that (3.10) implies 

(3.11 ) 
where 

(3.12) 

Consider (3.11) in the case where ~' = ~: 

HPPCP = CPHPfJ. (3.13) 

Since €a and €p are both Hermitian because they have 
real eigenvalues, so also is HPP. 

It follows that a basis for sP can be found in which 
HPP is diagonal, and SP can be divided into subspaces 
SPi. each spanned by the eigenvectors of HPP belonging 
to the eigenvalue A. From Sec. 2 it follows that each 
SPi. is invariant w.r.t. the algebra of all matrices 
that commute with €~ and V. The space SPA is not 
necessarily irreducible w.r.t. the algebra, because 
the condition HP'PCP = CP'HPP for all ~' may further 
restrict CP. 

The condition that SPi. is invariant W.Lt. C requires 
that 

C = 2 efJi.CfJi.€fJ", 
Pi. 

and CU = UC requires that 

CPi.HfJWi.' = HPi.P'i.'CP'i.', 

where 

(3.14) 

(3.15) 

(3.16) 

For the sake of convenience write the single symbol 
y for the pair ~A; let ny be the dimension of sY, and r 
the rank of Hd. 

There are five cases: 

(1) ny = ny, = r, 

(2) ny> ny, = r, 

(3) ny, > ny = r, 

(4) fly' > ny > r, 
(5) ny> ny, > r. 

Case J: Equation (3,15) becomes 

CYHd = HdCY'. (3.17) 

The matrices cY, cy', and Hd, partitioned con
formably to sY, sY~ and the rest of S, are as in Fig. I, 
where in Case I, H is a nonsingular fly X fly submatrix. 
Equation (3.17) shows that 

HC' = CH (3.18) 
or 

C' = H-ICH, (3.19) 

i.e., that SY and sy' are equivalent, and C is in no way 
restricted so that both spaces are irreducible, since 

o 0] [0 o 0, cr' = 0 

o 0 0 

H" - [~ ~ n C'H'" - [~ 
H"C" - [~ Hi' n 

CH 

o 
o 

FIG. I. Conformably partitioned matrices cY, Cy', and HYr', 

CY can map any vector of SY onto any other vector of 
sY, but both must afford the same irreducible repre
sentation of the commutator algebra, i.e., they are 
equivalent. 

In Case 2, H has fly rows and fly' columns. Since 
r = fly" the vectors of SY may be transformed (by 
pivotal condensation of H) to leave a nonsingular 
square (fly' X fly') submatrix in the leading position 
above (fly - fly') rows of zeros. 

Lemma 3 of I shows that the subspace of SY 
mapped onto Sy' by this square nonsingular sub
matrix is invariant and irreducible w.r.t. the algebra 
of all matrices C that obey (3.17). Thus sy is further 
split into two spaces, one equivalent to sy', as in 
Case 1, and the other not restricted. 

Case 3 is analogous, and Cases 4 and 5 simply 
divide both sy and sy' into r-dimensional subspaces 
and remainders. The r-dimensional subspaces are 
equivalent and the remainders are not. 

4. PROCESS OF REDUCTION FOR TWO 
MATRICES 

Reduction is started by reducing the whole space 
w.r.t. the commutator algebra of U, i.e., finding the 

Next find the €p's from V. Starting with the first 
!x, form each matrix 

(4.1) 

and reduce it to diagonal form, as in Sec. 3, to obtain 
the spaces sY. 

Take the first y value (i.e., ~A pair). Form Hrr' for 
a y' not equal to y. If HYY' is not null, determine which 
of the Cases 1-5 of Sec. 3 applies and subdivide sy or 
Sy' accordingly, noting which subspaces are equivalent. 
Suppose yl and y2 are the components of y and yJ' 
and y2' of y'. Let yl == yl' and y2 ¢ y2'. Choose a 
new y-y", form HYIY', H Y2Y', HYl'y', H Y2'Y', and use 



                                                                                                                                    

976 JOHN GABRIEL 

them to subdivide y", y I, y2, Y I', and y2'. Note that 
a subdivision of yI implies a corresponding subdivision 
of yl' through the mapping Hd of sr' onto sr'. This 
process may be continued for a given (I, until the 
spaces y', y", y"', etc., have been exhausted. When this 
has been done, proceed to the next (1,. When all the (I,'S 

have been exhausted, the whole space has been 
reduced w.r.t. the commutator algebra of U and V. 

Now a further matrix W can be introduced (if 
necessary) to generate the group whose representation 
is being studied, and its E may take the place of the 
Ea'S while the E'S of the spaces already obtained take the 
place of the EP'S or vice versa. 

Thus the group generators may be added one at a 
time to the scheme, as proposed in Sec. I of I. 

Suppose that S has been divided into subspaces 
Sci, p) by previous steps. The label i takes the values 
i = I,'" ,ns , p the values p = 1,2,'" ,p max (i). 

All the spaces with the same i are equivalent. Let 
us analyze the effect of adding another E a in the sense 
of Sec. 3. 

Start with S(l, 1). Form E(I, I)EaE(I, I) and sub
divide S(I, I) according to its eigenvalues. If the 
division is proper [i.e., there are subspaces other than 
S(I, I) and the null space], suppose that there are n 
distinct subspaces. Replace ns by ns + n - I, and 
label the subspaces i = ns + 1, ns + 2, ns + 3, ... , 
ns + n - 1. Subdivide each of the [p max (I) - 1] 
equivalent spaces correspondingly. 

Now proceed to S( I, 2). Although it is not the same 
space as S(I, 2) was before S(l, 1) was subdivided, 
the process used on S(I, I) can be used on it; i.e., 
form E(I, 2)EaE(l, 2) and use its eigenvalues to divide 
S(l,2). Divide S{l, 1), S(I, 3), etc., correspondingly 
adding the newly formed spaces to the far end (large i) 
of the line as before. Because the whole space S is 
finite, eventually the process of forming E(i, p)EaE(i, p) 
reaches the end of the line, and then may be repeated 
for the next (1,. This process may be continued until 
all the (I,'S have been used up, and we have a set of 
spaces Sci, p), i = I, ... ,n., p = I, ... , p max (i). 
Each space is invariant but not necessarily irreducible, 
since (3.10) has only been applied with {J' = {J so far. 
We now consider the case with (J' ¥- p. Start with 
S( I, I) and the first (1,. Form E(I, I )EaE(I , 2). Let it be 
of rank r. If r is equal to the dimension of S(I, I), then 
the two spaces are equivalent and no new information 
has been obtained, since they both belong to i = I 
and are therefore equivalent anyway. 

If ° < r < n(1, I), where n(l, 1) is the dimension of 
S(l, 1), then Lemma 3 ofI shows that S(I, I) has an 
r-dimensional subspace which is invariant w.r.t. the 
commutator algebra of all the E'S, and so do all the 
others of p max (I) equivalent spaces. Rename these 
spaces (1, p), p = 1, ... , p max (i) and rename the 
other p max (I), [n(l, I) - r]-dimensional spaces, 
i=n,+l. 

Ifr = 0, i.e., if E(l, I)EaE{l, 1) is the null matrix, then 
the situation is just as it was when r = n(1, 1). 

This process may be repeated for each Ea until the 
(I,'S are exhausted. Then consider the first (I, again and 
E(I, I)EaE(i, p). The above may be repeated with i = 2 
instead of i = I. 

This case is slightly different, since S(l, 1) and 
Sci, p) are not equivalent for i ¥- I. To deal with this, 
let r be the rank of H = E(I, l)Ea E(i, p). If r = 0, 
then there is no new information. If r ¥- 0, then H 
maps an r-dimensional subspace of Sci, p) onto an 
r-dimensional subspace of S{l, I). In the case where r 
is less than the dimension of either S(I, 1) or SU, p), 
rename the r-dimensional subspace of S(1, I)S(1, I), 
and divide all the p max (i) spaces Sci, p) correspond
ingly. Add the p max (i) spaces from Sci, p) that are 
equivalent to S(I, 1) to the list belonging with i = I 
and replace p max (I) with p max (1) + P max (i). 
Rename the p max (I) subspaces of Sci, p) which 
have dimension [n(i, p) - r, SCi, p)], and add the 
p max (I) spaces with dimension [n(1, I) - r] to the 
end of the list replacing ns by ens + I). 

In the case where r is equal to the dimension of one 
space, it is not necessary to add to the end of the list; 
and in the case where r is equal to the dimension 
of both spaces, then the spaces S(i,p),p = I,'" , 
P max (i) are renamed S(I, p) with p max (I) replaced 
by p max (1) + p max (i). 

If r is equal to the dimension of both spaces, then 
there is no proper subspace left to belong with the 
label i, and the spaces S(ns, p), p = I, ... , p max (ns) 
must be relabelled Sci, p), and ns replaced by (ns - I). 

5. CONCLUSIONS 

Although I contained the essential ideas and results 
in Lemmas I, 2, and 3, Lemmas 4 and 5 described a 
process that proved to be too complicated to code 
for a computer. In this paper, Sec. 4 describes a 
procedure which is more amenable to automatic 
processing, and work is now in progress at Argonne 
National Laboratory to write the necessary code. 
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The 2 V sector of the Lee model with boson sources at zero separation is considered from the Tamm
Dancoff point of view. This involves three singular integral equations which are solved by appealing to 
results previously gained in the Lehmann-Symanzik-Zimmermann method of solution. Two scatter
ing amplitudes and a production amplitude are rederived via the state vectors and an equation for the 
determination of the two-meson exchange potential is discussed. 

I. INTRODUCTION 

In a recent communication, 1 hereafter referred to 
as I, the Lehmann-Symanzik-Zimmermann (LSZ) 
formalism was applied to the 2 V sector of the Lee 
model. This sector embraces two elastic scattering 
amplitudes, a production amplitude, and a bound
state problem. Thus it has many features in common 
with the much discussed V() sector and is more 
suggestive than the VN sector in that both sources 
undergo renormalization. In the LSZ method of 
solution, it has been shown previously2.3 that bound
state parameters characteristic of the V and V N 
systems follow from the analytic properties of their 
corresponding propagators. Analogously, in I we 
developed an equation for the determination of the 
2 V binding epergy (at zero separation) by setting the 
denominator function in the 2 V propagator equal to 
zero at a bound-state pole. This function also appears 
in the amplitudes and incorporates the expected 
analytic structure, namely, the elastic and inelastic 
cuts. 

The LSZ development of the V() sector4 shows that 
the solution to one singular integral equation solves 
the entire sector. In I the solutions to two such equa
tions are required. On the other hand, the Tamm
Oancoff (TO) method in the former problem5 deals 
with two distinct integral equations, one for each of 
the elastic-scattering amplitudes. In this note, which 
is intended to be a sequel to I, we shall see that the 
TO approach to the 2 V sector leads to three singular 
integral equations. To solve these equations, we 
appeal to the results already gained in I. Thus in 
Sec. II we begin with the physical states describing 
the elastic scattering of a () by the VN system and show 
how the corresponding integral equation and its 

• This work was supported in part by the U.S. Army Research 
Office (Durham) under the contract DA-31-124-ARO(D)-I72. 

1 L. M. Scarfone, J. Math. Phys. 9,246 (1968). 
2 M. S. Maxon and R. B. Curtis, Phys. Rev. 137, B996 (1965). 
3 L. M. Scarfone, J. Math. Phys. 7,159 (1966). 
• M. S. Maxon, Phys. Rev. 149, 1273 (1966). 
• A. Pagnamenta, J. Math. Phys. 6, 955 (1965). 

solution are obtained by taking various limits of the 
appropriate expressions in I. In this way we are led 
to the TO bare-state expansion and then to the con
ventional T matrix by taking the energy-shell limit 
of the pertinent expansion coefficient. 5 A similar 
procedure is used in dealing with the elastic scattering 
of two ()'s by two N's. In this case we encounter a 
new integral equation, and again the solution is found 
in terms of previous knowledge. The production 
amplitude is read off of the VN() scattering states. A 
discussion of the bound-state problem and some 
closing remarks are given in Secs. III and IV, re
spectively. 

II. SCATTERING STATES AND AMPLITUDES 

The physical states describing the elastic scattering 
of a () by the V N system may be expressed in the form 

WN()".;,) = at WN) + ZC(w) 12v) + Ix)+· (1) 

In this expansion I VN) denotes a stationary eigenstate 
of the total Hamiltonian H with eigenvalue Eo = 
2m + wo. For algebraic convenience we deal with 
the case in which the physical V and N have equal 
mass m. Their energy of interaction is (1)0' The 
scattering part of (I) is given by 

Ix)+ = ZoZk ,21f'l(W; w') I tv, t s , k') 
k' 

+ ,21f'2(W; w', w") 12.\', k', k"), (2) 
"'" .. 

with outgoing waves only in 1f'l(W; w') and 
1f'2( w; w', w"). The real constant Zo normalizes the 
state I VN) to unity. The TO bare states 

121,) = 2-tZ1f'f1f't 10), 
1 

lIT" Is, k) = Z21f't1f'.~a:IO) = at Ilv, 1.\'), 

12;y, k, k') = 2-11f'.~1f'i~atatIO) = 2-katI2s ,k) (3) 

are all normalized to unity or Kronecker delta func
tions in a discrete momentum space. The state I VN) 

977 
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has the form 

/VN) = Zo[Z! Ilv, IN) - 2!g L X(W) 12N' k)], 
k w - Wo 

(4) 

where X(w) is an abbreviation for the ratio f(w)/ 

(2wO)! in which few) is the usual cutoff factor and 
o the volume of quantization. Noting that the Fourier 
transform of the VN propagator, evaluated at the 
energy W + 2m, is expressed in continuous space as 
the inverse of the function 

G+(W) == G(W + iE) = W + W
2 

[00 !m G+(w) dw. 
27TJ~ W(W-W-IE) 

+ 1- [00 1m G+(w) dw, (5) 

27T J~ w - W - iE 
we have 

Z-2 _ dG+(W) I = G'( ) o - - Wo . 
dW W=Wo 

(6) 

The positive number E is to be treated as infinitesimally 
smaIl. We recaII that 1m G+(w) = (27T)-Ig2kf2(w), 

where g is the renormalized coupling constant. It will 
be assumed throughout that g is less than its critical 
value (no ghost condition) and thus Wo is a real 
(negative) and single-valued function of g. The con
dition G(wo) = 0 determines Wo for the case where v: 
and N have a zero spatial separation. It is useful to 
write 

G+(W) = (W - Wo)Cl+(W), (7) 

which defines 

cx+(W) = Z02 + W - Wo roo 1m G+(w) dw 
7T J/l (w - WO)2(W - W - iE) 

= Z + 1 [00 1m Cl+(W) dw 

7T J/l W - W - iE 
(8) 

and shows that Cl(Wo) == cxo = Z02. We also remember 
that 

Z = 1 _ (27TrI [00 1m G+(~) dw . (9) 
J~ w 

Using the Hamiltonian and the quantization rules 
as given in Ref. 3 by Eqs. (I) and (3), we find that 
the eigenvalue problem 

yields the following set of equations for the deter
mination of the expansion coefficients: 

Zo(wo + w - 2bm)C(w) 

= 2!gZoX(w) + 2}gZo L X(w')1f't«(I); w'), (Ila) 
/c' 

Z!Zo(wo + w - w' - bm)'1f'I(w; w') 

-2Z-!g2Z0X(W)X(w') + (2ZigX(w')C(w) 

w' - Wo 

+ 2Z-!g L X(w")'1f'lw; w', W"), (lib) 
k" 

= Z [X(W')'1f'I(W; W") + X(W")'1f'I(W; w')] (lIc) 
go, II' • 

Wo + w - w - w + IE 

Clearly, '1f'2( w; w', W") is symmetric under interchange 
of w' and w". The expression for '1f'2 incorporates the 
boundary condition stated earlier. By making the 
change iE ----'I- -iE, we automatically get the boundary 
condition for plane waves plus incoming waves, as 
required for the out states. Combining (llc) and (11 b) 
and using 

15m = (27TZrl ['" 1m C+(w) d(JJ , (12) 
J ~ W 

we obtain the singular integral equation 

o/(w; 0/) 

2-i ZC(w) 

gZoX(w) w' - Wo 

I [00 1m [C+(w")]o/(w;w") dw" 
- -; J ~( -(-0'-' +-w-,---=-w-----"-w-'oec:.---'-iE-)-'--C-+--'( w-o-+-w---(-o") , 

(13) 

(14) 

A comparison between this equation and 1(41), 
namely, 

T(W; Z', w) 

1 = L-(W; w) + ---
W - Z' - w 

_1 ['" 1m [C+(w")]T-(W; w", w) dw" (15) 
7T Jil «(1/' + Z' - W)C+(W - OJ") , 

shows that 

'F(w; w') = lim T(W; Z', w) 
n"-+w+wo 
Z'-w'-ie 

= T-(w + Wo; w', w) 

== T(w + OJo; w' - iE, (I). (16) 

This relation, together with (14) and 1(40), leads to 

!PI(W; w') 

2g2X(w)X(w')T-(w + Wo; m', w) 

C+( (1)0 + OJ - w') 

X(w)X(w') 

G+(w + Wo - w') 

X {C+(W - w)[C+(W - W')TS(W + 2m; w', w) 

- 0n·,X
2
(w')]hr=w+wo' (17) 
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where T6(W + 2m; w', w) corresponds to the Green's 
function for VN() scattering. In making the comparison 
indicated above, we equate the first term on the right
hand side of (13) with L-(w + Wo; w) of (15). Ac
cording to 1(39), this identification implies that 

C(w) = 2-~ZoX(w)G+(W - w)TiW + 2m; w)!w=w+wo' 

(18) 

where TiW + 2m; w) describes the vertex 2V/VN(). 
The connection between this function and the 2 V 
propagator Tl(W + 2m) is given in 1(24). We can use 
(18) with the known expressions for these T'S, or we 
can substitute (17) into (lla) to find 

3 

ZoC(w) = 22gX(W) , (19) 
D(w + wo) 

where D, the denominator function in Tl, is written as 

D(W) = Z2(W - 2om)[1 + IXOG+(W - wo) 

x Itv(W - wo)] + IXOG+(W - wo). (20) 

The integral Iw(Z/) has the form 

IJV(Z/) = J foo1m [_l_J dw . 
Tr I' G+(w) (w - Z')IX+(W - w) 

(21) 

If (1la) is used to derive (19), it should be noted that 
C(w) enters 1f'1(W; w') through T6(W + 2m; w', w) 
and that the integral involving I!+wo(w + Wo - w') 
has been treated in the Appendix to 1. We complete 
the states (1) by writing 

( 
I ") 2lZoX(w)X(w')X(w") 

1f'2 w; W ,w = I'" 
W + Wo - w - w + I€ 

x [T-(W; w', w) + T-(W; w", W)J . (22) 
G+(W - w') G+(W - w") W=W+Wo 

At this point let us' record [see 1(40) and 1(43)] the 
following: 

T-(w + Wo; w', w) 

G+(w + Wo - w') 

(w - w' + i€)(w' - WO)IX+(W) 

_ 1X0[:+w.( w + Wo - w') _ 1X0 [d+( W )] 

w' - Wo w' - Wo d-(w) 

X [It+wo(W + Wo - w') + (w - wo)A(~)J 
w - w' + I€ 

+ 2-~C(w) 
gZoX(w)(w - w' + i€)(w' - wo)d-(w) 

X [(w' - wo)d-(w) + (w - W')lXoG+(W) 

X l:+wo(w + Wo - w') + (w - wo)lXoG+(w)A(w)], 

(23) 

with 

and 

d±(w) == 1 ± 1X0G+(w)A(w). 

The conventional T matrix for VN() scattering, 
defined by 

VS6 ! Skk' = (V N()k',out V N()k,in) 

= Okk' - 2Trio(w - w' )TvN6(W' ), (24) 

is obtained in a straightforward way by computing the 
residue of 1f'1 (w; Wi) at the pole w = w'. The proof of 
this follows the methods of Ref. 5, Appendix II. Thus 
with (17) and (23) we have 

TVS6(W' ) = lim (w - W')1J!I(W; Wi) 
co-w' 

As in I, we wish to remark that the denominator 
factor d-(w') cancels out when the terms in the 
brackets are combined. The w' dependence in the 
remaining denominator is contained in the product 
G+(w')D(w' + wo) which consists of a factor G+(w'), 
describing a three-particle scattering, and a factor 
D( Wi + wo), representing the full four-body interaction. 
For reference we recall the 2N() scattering element 

S 2N6 _ ;, 2 ';'( ') 2g2X2(W) 
kk' - Ukk' - Trlu W - W . 

G+(w) 
(26) 

Finally, we write, as in I, 

sft6 = Okk' + 4Trig2X 2(W)O(!U - Wi) 

[Z2(W + Wo - 2om)d+(w) - IXOG+(W)] 
X . (27) 

G+(w)D(w + wo) 

Next, we consider the scattering of two ()'s by two 
N's. For this collision process we deal with states of 
the form 

12N()k()k'.in) = 12N' k, k') + ZC(w, w') 12v) 

+ Z~ !<I>I(W, Wi; wq ) Ilv, IN' q) 
q 

+ ! <l>2(W, Wi; wq , w~) 12N, q, q'), (28) 
qq' 

with eigenvalues 2m + w + Wi, and with outgoing 
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waves only in <1>1 and <1>2' The usual procedure gives 

Z(w + w' - 2r5m)C(w, w') 

= 2!g L X( Wq)<I>I( w, w'; Wq), (29a) 
q 

Z(W + w' - Wq - r5m)<I>1(w, w'; wq) 

= g[r5qk ,x(w) + r5qkX(w')] 

+ 2!gZC(w, w')X(wq) 

+ 2g L X( W~)<1>2( W, W' ; Wq, w~), (29b) 
q' 

<1>2( w, w'; Wq • w~) 

= g[X( W~)<I>I( W, w'; wq ) + X( Wq)<I>I( W, w'; w~)] 

W + w' - Wq - w~ + iE 
(29c) 

Note that <l>2(W, w'; wq' w) = <1>2(W, w'; w:' Wq)' 
Eliminating <1>2 from (29b) and using (9) and (12), we 
find the singular integral equation 

M-( w, w'; wq) 

G+(W) G(w') 
= Co(w, w') + ,. + --~'-----

Wq - W - IE Wq - W - iE 

1 roo 1m [G+( w~)]M-( W, w'; w~) dw~ 

7T J" (Wq + w~ - W - w' - iE)G+(W + W' - Wql) , 

(30) 
with the definitions 

C ( 
') _ -2!ZC(w, w')G+(w)G+(w') 

OW, W - , (31) 
2g2X(w)X(w') 

M-(w, w'; wq) 

== M(w, w'; Wq - iE) 

= G+(w)G+(w') [r5 X r5 ' 
2g3X(w)X(w')X(wq) g qk' (W) + g qkX(W) 

- G+(w + W' - Wq)<I>I(W, w'; wq)]. (32) 

We look upon this equation as determining the Wq 
dependence of M-( w, w' ; wq) for fixed wand w'. To 
solve it we could, for example, use the analytic methods 
of Ref. 5, or transform it into an inhomogeneous 
Hilbert problem as in Ref. 4 and r. In effect we 
adopt the latter method by making the identification 

M-(w, w'; wq) = -[G+(w)T-(w + w'; Wq, w) 

+ G+( w')T-( W + w'; Wq, w')], (33) 

which means that 

<1>1(W, w'; wq) 

= gX(w)X(w')X(Wq)[f6(W + 2m; wq, w) 

and 
+ fsCW + 2m; wq, w')]w=w+w' (34) 

C(w, w') = 2-!gX(w)X(w')[fiW + 2m; w) 

+ fiW + 2m; w')]w=w+w" (35) 

According to (29c) and (34), the remaining coefficients 
become 

<1>2( w, w'; W q , w~) 

= g2X(W)X(w')X(Wq)X(w~) 

W + w' - Wq - w~ + iE 

X [f6(W + 2m; wq, w) + f6(W + 2m; wq, w') 

+ f6(W + 2m; w~, w) 

(36) 

and with this we have completely determined the state 
vectors (28). 

Now we obtain the corresponding T matrix defined 
by 

S!~:~:q' = (2N()a()ql,ont , 2N()k()k',in) 

= r5qkr5qlk ' + r5qk ,r5qlk 

2 

- 27Tir5(w + w' - Wq -W~)T2N28(W,W';Wq). 

(37) 

Applying the residue method as in the previous case, 
and using (17), (23), and 1(23), we find 

T2N2eC w, w' ; wa) 

= lim (w' + W - Wq - W~)<1>2(W, w'; Wq, w~) 
W q ' ~ro+ro' -W q 

= g2X(W)X(w')X(Wq)X(w~) 

{[
X-2(W) X-2(w') ] 

x G+(w~) (r5qk + r5qk ,) + G+(w
q
) (r5qlk + r5qlk') 

_4g2Z2(Wq + w~ - 2r5m)~oG+(Wq + w~ - WO)} 
G+(w)G+(w')G+(Wq)G+(w~)D(wq + w~) , 

(38) 

with the understanding that w: = W + w' - wq, 
The completely connected term in (38) contains the 
factors [G+(w)G+(W')]-1 and [G+(Woq)G+(W:)]-1, which 
represent the three-body interactions in the initial and 
final states, respectively. The factor D-l(Wq + w~) 
represents, of course, the four-body interaction. Thus 
the interpretation here parallels that of TN28 , which 
has similar factors for the initial and final two-body 
interactions and a factor attributed to the full three
particle interaction, 

To conclude this section we introduce the produc
tion amplitude P defined by 

Sk;k'k" = (2N()k'()k" ,out' V N()k,in) 

= -27Tir5(wo + W - w' - w")P(w; w'). (39) 

We have only to observe that P is given by that part 
of tp2(W; w', w") containing r5(wo + W - w' - w"). 
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Hence from (22) we get 

pew; w') = 2g3Z0X(w)X(w')X(w") 

x [T-(W + wo; w', 01) 

G+( W + Wo - w') 

T-(w + wo; w", W)] 
+ +( " , G w + Wo - (r) w"=WO+W-W' 

which, with (23), leads to 

Sk;k'k" = 87TilxgX(w')X(w")X(w' + w" - wo) 

X b(wo + w - w' - w") 

(40) 

Z2(W' + W" - 2bm) 
x (41) 

G+(w')G+(w")D(w' + w") 

Here we have exhibited the symmetry in the w vari
ables of the outgoing 6's. The factor [G+(w')G+(W")]-l 
describes the final state interaction between the 2N 
particles and each of the 6's. 

III. BOUND STATE 

Some well-known examples of bound states in the 
higher sectors of the Lee model have been discussed 
in the literature from several points of view. Thus the 
dynamical VO bound state has been investigated via 
the TD scheme,6 the N-quantum approximation' 
(NQA), the LSZ formulation,4 and the techniques of 
dispersion theory.s The VN system has also been 
studied along these lines3.9·10 (except for the NQA) 
and with the related Bethe-Salpeter equation.n In this 
section we derive the general 2 V bound state in the 
TD framework, and once again the development 
exploits the connection between the expansion coeffi
cients and f functions. Unlike the VN case, we are 
here involved with an exactly soluble two-meson 
exchange problem. 

We seek a stationary eigenstate of the total 
Hamiltonian of the general form 

IB) = Zll[ Z 12v) + Z! t <PI(W) Ilv, Is, k) 

+ {;, <P2(W, w') 12s, k, k'>} (42) 

where Z B is a normalization constant. Denoting the 
corresponding eigenvalue by E]J = 2m + W B ' with 
WlJ < Wo + ft < 2ft for stability, and comparing 
terms on both sides of H IB) = Ell IB), we come up 

• A. Pagnamenta, J. Math. Phys. 7, 356 (1966). 
7 A. Pagnamenta, Ann. Phys. (Paris) 39, 453 (1966). 
8 T. Muta, Progr. Theoret. Phys. (Kyoto) 33, 666 (1965). 
• S. Weinberg, Phys. Rev. 102, 285 (1956). 
10 L. M. Scarfone, Nucl. Phys. 39, 658 (1962). 
11 N. Mugibayashi, Progr. Theoret. Phys. (Kyoto) 25, 803 (1961). 

with the following set of equations: 

Z(wB - 2bm) = 2!g Z X(W)<Pl(W), (43a) 

" Zi(WB - W - bm)<PI(w) 

= (2Z)!gX(w) + 2Z-i g z X(W')<P2(W, w'), (43b) 
k' 

( 
') _ g[X(W)<Pl(W') + X(W')<Pl(W)] 

CP2 w, W - . 
WB - W - w' 

(43c) 

Using the last relation in (43b) to eliminate CP2' we 
obtain the integral equation 

cp(w) = I _ ~ roc. 1m [G+(w')]cp(w') dw' (44) 
7T J/l (w' + W - WB)G(wB - w')' 

in which 

cp(w) == rfG(WB - W)CPI(W) 
gZX(w) 

Appealing to 1(19) we note that 

cp(w) = lim J(W; Z') = J(wll; w), 
jJ"-+WB 

Z'-W+il 

where, according to 1(21), 

J( 
. ) G( W B - w) {I _oc~oG~(x:...:...) 

Wll' w = -- + 
Zd-(x) x - W W - Wo 

(45) 

(46) 

X [/wiWB - w) + A(X)]}. (47) 

We let x be an abbreviation for WB - Wo = ElJ - Eo. 
Thus 

() 
2!gZX(W)J(WB; w) 

CPI W = (48) 
G( W B - w) 

or, in terms of f functions, we have 

CPl(w)f1(wB + 2m) = 2iX(w)fiwB + 2m; w). (49) 

From (43c) and (48), we conclude that 

( 
') 2~Zg2X(W)X(w') 

f{'2 W, W = , 
Wll - W - W 

X + . (50) [ 
J(WB; w) J(wB; w') ] 

G(wll - w) G(wB - w') 

At this point we make use of (47) and (48) in (43a) 
to obtain an equation which determines wll' As ex
pected this equation also follows from the vanishing 
of D( W) at W = W II and can be expressed in the form 

F(x) = 2mo - Eo - x, (51) 

where mo = m + bm is the bare mass parameter of the 
V particle and F(x) is defined by 

F(x) = rJ.oG(x)/Z2d-(x). (52) 

Due to the restrictions on WB and wo, the functions 
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(a) (b) 

FIG. I. Schematic representation of the eigenvalue equation (51) 
in the segment Wo ::s; x ::s; /1 for the case (a) that d~ (x) has no zero. 
and the case (b) that d-(x) has a zero. 

G(x) and A(x) are real and x < fl. To make plausible 
the existence of a stable 2 V bound-state root W JJ, let 
us first note that both G(x) and A (x) are positive and 
have positive slopes in the segment Wo < x < fl. 
Thus in this segment the product lI.oG(x)A(x) is a 
monotonically increasing function of x which starts 
from the value zero at x = Wo. Also G(fl) > 0 and 
A(fl) > 0, so that lI.oG(fl)A(fl) > O. For Ixl-+ 00 we 
find that lI.oG(x)A(x) approaches the negative number 
1 - Z-1l1.o. The inequality iXo > Z follows from (8) 
and the "no ghost" condition 0 < Z < I. (fwe assume 
that the function d-(x) does not vanish, or, equiva
lently, that d-(fl) > 0, then F(x) is monotonically 
increasing for x < fl and the value of WB is determined 
by the intersection of the curve y = F(x) and the 
line y = -x + 2mo - Eo. An intersection is possible 
if mo is chosen such that the inequality - fl + 2mo -
Eo < F(fl) is satisfied [Fig. 1 (a)]. We also remark that 
[F(x)/x] -+ 1 as Ixl -+ 00. Since A(x) is proportional 
to g2, we expect the condition d-(fl) > 0 to hold for 
small g2 provided that the cutoff factor is chosen 
judiciously. For g2 large and still less than its critical 
value, d-(x) may have a zero Xo in the region 
Wo < x < fl. This will be so if d-(fl) < O. In such a 
case F(x) would have the behavior shown in Fig. I (b). 
It then appears that, however large mo is made, there 
is always a root xjj> between Wo and Xo. Here it may 
not always be possible to fulfill the inequality 
-fl + 2mo - Eo < F(fl) < 0, in which case the root 
xW is nonexistent. The actual demonstration of the 
possible roots of (52) would, of course, require a 
specific choice for the cutoff function. The situations 
that could arise for x > fl are beyond our present 
considerations; however, if the V particle sector 
serves as a guide, it may be possible to have both 
bound states and resonances simultaneously present.l2 

12 L. Fonda. G. C. Ghirardi. and A. Rimini. Phys. Rev. 133. BI96 
(1964). 

Also we have assumed from the beginning that 
0< Z < I, or, equivalently, that G(w) has only one 
root and that lI.(w) has none. Negative values of Z 
would lead to further zeros of G(w) corresponding 
to stable V N bound states with real energy and negative 
norm, or with complex energy and zero norm. 9 

The normalization constant ZB may be determined 
by calculating the residue of 71 (W + 2m) at the pole 
W = wJ]: 

2Z~1 = lim (W - W B )71(W + 2m). (53) 
JJ~-WB 

This leads to 

2Z1/ = {~[ D(W) ]} 
dW d-(W - wo) JJ"=wo 

= d-2(x)[Z2d2(x) + lI.oG'(x) + lI.gG2(x)A'(x)], 

(54) 

which shows that Zi} > 0; thus we can choose ZB > 0, 
and I B) is nOimalizable. The same conclusion follows 

from the scalar product (B I B) = 1. 

IV. CONCLUDING REMARKS 

The results obtained in this paper and in I are of 
methodological interest in that they extend the solved 
part of the ordinary Lee model. We have found that 
the mathematical structure of the 2 V sector is slightly 
more complicated than the VO sector, but their close 
correspondence is very evident. It is clear that solu
tions in the VO sector have made it possible to obtain 
solutions in the present case. Basically, this is because 
we had only to add the trivial N particle to V and 0 
in order to get the 2 V system. In carrying out the 
TO treatment of this system, we have exploited the 
connection between expansion coefficients and 7 func
tions. Had we proceeded independently of previous 
results, we could have solved the TO singular integral 
equations with other techniques such as the analytic 
methods used in Ref. 5. The existence of a 2 V bound 
state is, of course, less surprising than the possibility 
of a VO bound state; but, having solved the 2 V sector, 
we could next inquire into the scattering of a 0 by 
both renormalizable sources and study the likelihood 
of a dynamical three-body bound state. 

The Bethe-Salpeter equation for the V N bound 
state has already been studied as an exactly soluble 
example with no redundant states. ll This equation 
gives the same total energy for the V N system as 
that predicted by other methods of solution. In this 
case the so-called ladder approximation is exact. As 
it is not entirely clear whether the existence of these 
states is inherent in the conventional field-theoretic 
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treatment of the bound-state problem or whether it is 
due to the approximation employed, it is very desirable 
to have completely soluble examples. This suggests 
another interesting possibility, namely, that we study 
the 2 V problem for the purpose of showing whether 
or not the usual field-theoretic procedure gives an 

JOURNAL OF MATHEMATICAL PHYSICS 

integral equation for the Bethe-Salpeter amplitude 
(01 T("Pv(t;)"PV(t2)) IB) that reproduces the results 
found in our present work. In this case the ladder 
approximation is inadequate as we must consider an 
interaction which is transmitted by two (J's simulta
neously. This problem is presently under investigation. 
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A static situation of two objects held apart by a strut is considered within the framework of general 
relativity, and the gravitational attraction between the objects is inferred from the stress in the strut. 
In the Newtonian limit-the objects are well separated and the field weak everywhere except in their 
immediate vicinity-Newton's law of gravitation is reproduced. This check goes well beyond verifications 
of the Newtonian limit based on considerations of "test particles," since arbitrarily strong self-fields are 
not eXcluded for either object. It is also an explicit verification of the equality of active and passive 
gravitational masses. 

1. INTRODUCTION 

The purpose of this paper is to compute the static 
gravitational attraction of two objects within the 
framework of general relativity and to verify that 
Newton's formula is indeed obtained under Newtonian 
conditions. By Newtonian conditions it is meant that 
the separation between the two objects is very much 
larger than the Schwarzschild radius of either, so that 
space is practically flat everywhere except in the 
immediate vicinity or interior of the objects. Each 
object is in the weak field of the other. Most of the 
space between them is in the weak-field region of 
both. However, self-fields of arbitrary strength are 
not excluded for either object, and the active gravita
tional masses of the objects may reflect a concentra
tion of stress and not necessarily energy. In this 
respect, our check of the Newtonian limit goes far 
beyond considerations involving fictitious test par
ticles that follow geodesics and produce no field. 
Even if the geodesic hypothesis is taken for granted, 
our check may be regarded as a verification that the 
passive gravitational mass is equal to the active 
gravitational mass. 

As gravitational fields of arbitrary strength cannot 
be excluded for the interior and immediate vicinity of 

* Work performed under the auspices of the U.S. Atomic Energy 
Commission. 

t On leave from the Weizmann Institute, Rehovoth, Israel. 
Present address: PhYSics Department, University of Washington, 
Seattle, Washington. 

elementary particles, these are the conditions under 
which general relativity must reproduce Newtonian 
results. 

We shall consider only situations with cylindrical 
symmetry around the line joining the two objects. The 
objects themselves will be confined to regions much 
smaller than their separation so that the asymptotic 
field of each object at the position of the other and 
over most of the space between them is spherically 
symmetric. (This situation seems well suited for 
applications to the gravitational attraction between 
elementary particles.) 

For the actual computation we shall set up a 
"strut" holding the two objects apart. The force of 
attraction will be computed from the stress in the 
strut. The construction of the strut will be the most 
general possible, subject only to the conditions of 
cylindrical symmetry and weightlessness. This last 
condition means that the strut will be kept light 
enough so that the weight of the strut itself is pre
vented from making the attraction between the two 
objects ambiguous. The strut need not be visualized 
as a rigid body; it may be any static concentration of 
stress capable of balancing the gravitational attraction. 

2. TWO OBJECTS HELD APART BY A STRUT 

We wish to study a static, cylindrically symmetric 
situation in which two bodies of revolution are 
situated on the z axis and held apart against their 
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treatment of the bound-state problem or whether it is 
due to the approximation employed, it is very desirable 
to have completely soluble examples. This suggests 
another interesting possibility, namely, that we study 
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elementary particles, these are the conditions under 
which general relativity must reproduce Newtonian 
results. 

We shall consider only situations with cylindrical 
symmetry around the line joining the two objects. The 
objects themselves will be confined to regions much 
smaller than their separation so that the asymptotic 
field of each object at the position of the other and 
over most of the space between them is spherically 
symmetric. (This situation seems well suited for 
applications to the gravitational attraction between 
elementary particles.) 

For the actual computation we shall set up a 
"strut" holding the two objects apart. The force of 
attraction will be computed from the stress in the 
strut. The construction of the strut will be the most 
general possible, subject only to the conditions of 
cylindrical symmetry and weightlessness. This last 
condition means that the strut will be kept light 
enough so that the weight of the strut itself is pre
vented from making the attraction between the two 
objects ambiguous. The strut need not be visualized 
as a rigid body; it may be any static concentration of 
stress capable of balancing the gravitational attraction. 

2. TWO OBJECTS HELD APART BY A STRUT 

We wish to study a static, cylindrically symmetric 
situation in which two bodies of revolution are 
situated on the z axis and held apart against their 



                                                                                                                                    

984 AMNON KATZ 

gravitational attraction by a strut running between 
them along the z axis. This situation has been studied 
by Synge,l who shows that the empty-space metric 
may be brought to the form 

ds2 = e2Ac2 dt2 _ e-2A [e2"(dp2 + dz2
) + p2 dc,b2], (2.1) 

where p2 = x2 + y2 and A and v depend on p and z, 
and satisfy the equations 

LlA = ° (2.2) 

(where Ll stands for the Laplacian), and 

In the last expression subscripts denote derivatives and 
the integral is independent of the path of integration. 

A particular solution of this nature corresponding 
to two objects isl 

Ao = - t-t'jr' - !t"jr", (2.4) 

X [p2 + (z - z')(z - z") _ IJ. (2.5) 
r'r" 

In these equations z' and z" are given positions on the 
z axis related to the objects; r' and r" are defined as 

(2.6) 

(2.7) 

and t-t' and t-t" are parameters with the dimension of 
length. 

It should be noticed that, contrary to superficial 
appearance, the two objects are not point particles, 
nor are they spherically symmetric. In any case Eqs. 
(2.4) and (2.5) represent a free-space solution and 
apply only outside the objects proper. As pointed out 
by Synge, 1 the segment of the z axis between z' and z" 
must also be excluded because "elementary flatness" 
is violated there (i.e., for a circle centered on a point 
in this segment, the ratio of circumference to radius 
does not tend to 27T as they both tend to zero). It is 
expected that the two objects cannot be separated by 
free space in a static situation. A strut is necessary to 
hold them apart. 

We shall consider the above solution only for values 
of r' and r" large enough so that the gravitational 

1 J. L. Synge, Relativity: the General Theory (North-Holland 
Publishing Co., Amsterdam; and Interscience Publishers, New York, 
1960), Chap. VIII, Sec. I. 

fields are weak and space is almost flat. We shall assume 
that Iz' - z"l is much larger still, so that the field 
of each object is weak at the other object and over most 
of the strut. Although the intrinsic objects described 
by Eqs. (2.4) and (2.5) are not spherically symmetric, 
asymptotically for large2 values of r' and r" they do 
generate a spherically symmetric field corresponding 
to active gravitational masses m' = fl' c2jG and m" = 
t-t"c2jG (G is Newton's constant of gravitation). 

We now introduce the strut. It will be quite general 
in structure, subject only to two conditions: cylindrical 
symmetry and weightlessness. Weightlessness will be 
explained presently. 

The most general cylindrically symmetric static 
metric! may be brought to the form 

ds 2 = e2Ac2 dt2 
_ e-2<1[e2V(dp2 + dz2) - p2 dc,b2], (2.8) 

with A, (J, and v functions of p and z. For the particular 
metric of Eqs. (2.1), (2.4), and (2.5), we had A = 
(J = Ao and v = Vo. Because of the presence of a 
strut, deviations from these values are now permitted 
both over the volume of the strut and outside it. We 
therefore put 

), = }'o + f(p, z), 

(J = Ao + g(p, z), 

(2.9) 

(2.10) 

(2.11) v = Vo + h(p, z). 

Outside the strut an empty-space solution must again 
be obtained, and this implies f = g there. Asymp
totically for distances much larger than Iz' - z"l (for 
which the whole of our configuration appears point
like) we want overall spherical symmetry to be reached. 
This implies that h must go zero at infinity. Finally, in 
order to restore "elementary flatness," we must 
require v to vanish on the z axis. Since 

( 

4 ' "j( , ")2 -t-t!t z-z 
vo(O, z) = 

° 
we must have 

(

4t-t't-t"j(Z' - Z")2 
h(O, z) = 

° 

when z lies between z' 
and z", 

otherwise, 
(2.12) 

when z lies between z' 
and z", 

otherwise. 
(2.13) 

The gravitational attraction is to be evaluated for 
t-t', t-t" « Iz' - z"l, so that Euclidean geometry holds 

2 These radii should be large in comparison with the Schwarz
schild radii p,' and It", but not necessarily large in comparison with 
Iz' - zT 
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over most of the strut. We shall evaluate the attraction 
only to lowest order3 in p' and p", which will turn out 
to be the order of p' p". It will turn out that Tzz is of 
that order; therefore all other quantities will be taken 
in zero order and all geometrical considerations will 
be Euclidean. We shall therefore consider Jz' - z"J 
as the distance between z' and z". The total force that 
the strut supports will be computed by integrating 
Tzz (the pressure) over a plane perpendicular to the 
z axis. 

Before computing the force, however, some 
thought must be given to the weight of the strut itself, 
which may render the calculation ambiguous. To get 
around this we want the stress-energy distribution 
in the strut to be itself of order p'p". This will pre
sumably make the force of attraction between parts 
of the strut and other parts of the system of higher 
order and it will disappear from our calculation. (Our 
results justify this assumption.) Since, as will be shown 
below, the stress energy of the strut is of the order of 
the functions j, g, and h, we may achieve a "weight
less" strut by restricting those functions to be small 
(of order p'p" or smaller). This is the condition of 
weightlessness mentioned above. Notice that this 
condition is consistent with the condition (2.13) already 
imposed on h. 

When the line element of Eq. (2.8) is processed 
through Einstein's equations, the zz component of 
the stress-energy tensor comes out as 

c
4 

[ ap , Ap Vp 
Tzz = - 87TG app + -;; - I'W - --;, + ;; 

- viap - Ap) + (vz - az)(az - Az) + A; - A!} 
(2.14) 

When Eqs. (2.9)-(2.11) are substituted into this, the 
terms that are zero order in j, g, and h cancel out, 
since in the absence of these functions we have an 
empty-space solution. Concentrating on terms in 
whichj, g, and h do appear, we find that all quadratic 
terms are of order higher than p' p" (Ao and Vo are 
themselves of order p' or p"). Our result is therefore 
to be computed from the contributions of j, g, and h 
to the linear terms in Eq. (2.14). These terms (like 
j, g, and h) are· themselves of order p'p", so that, as 
mentioned above, all other quantities may be taken 
in zero order. 

• In all considerations of order, ft' and ft" are considered to be 
small quantities, meaning small in comparison with the only other 
length in the problem, namely, Iz' - z"l. The expansion is thus in 
powers of the small pure numbers ft'/lz' - z"1 and ft"/lz' - z"l. 

The force F supported by the strut thus becomes 

F = {'XJ 27Tp dpTzz ~ _ -.C {OOdp{pgpp + gp 
Jo 4G Jo 
- P..I" - 1. + h } = _ ~ {OO dp ~ 

~H P p 4Gh dp 

c4 

X {pgp - pfp + h} = - 4G [pgp - pfp + h]oOO 

c4 

= 4G h(O, z). (2.15) 

When h(O, z) is substituted from Eq. (2.13) and use 
is made of f-l' = Gm'/c2 and 11" = Gm"/c2 , we find 

{ 

Gm'm" 
----2 when z lies between z' and z", 

F = (z' - z") 

o otherwise. (2.16) 

Thus the force supported by the strut between z' and 
z" is equal to the Newtonian attraction between 
masses m' and m" a distance Jz' - z"J apart. The fact 
that this force is independent of the shape and details 
of the strut and of the particular plane of integration 
(so long as it passes between z' and z") shows that we 
were justified in expecting the strut (which is subject 
to our weightlessness condition) to be indeed weight
less (to the order 11'11"). 

3. GENERALITY OF THE RESULTS 

The free-space metric of Eqs. (2.1), (2.4), and (2.5) 
is a particular free-space solution. However, we have 
used it only in the asymptotic region where it becomes 
identical to any other solution corresponding to 
active masses m' and m" at z' and z". Therefore the 
use of this solution results in no loss of generality. 

The strut is in turn constructed in the most general 
way consistent with cylindrical symmetry and weight
lessness. It need not be visualized as a rigid strut. It 
merely reflects the concentration of stress and energy 
of any nongravitational c1ynamical entity (e.g., the 
electromagnetic field) capable of counterbalancing 
the gravitational attraction.4 We did, however, limit 
the strut to being static. 

This calculation, which appears to apply well to 
the static gravitational attraction between two ele
mentary particles, establishes that general relativity 
does lead to Newton's law of gravitation and to 
the equality of active and passive mass in this case. 
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A modified Sommerfeld-Watson transformation is established for the singular potential V(r) = g2r-·. 
The positions of the Regge poles and their residues are obtained for a general class of singular potentials 
and the analyticity properties of the scattering amplitude f(k, cos I) are discussed. 

1. INTRODUCTION 

In the last few years non relativistic potential theory 
has been studied in order to gain insight into the 
analytic properties of scattering amplitudes in field 
theory. For example, the Mandelstam representation 
can be proved for potentials which are of the Yukawa 
form'! More recently, it has been conjectured that the 
scattering amplitude may have less restrictive ana
lytic properties. 2 Scattering off singular repulsive 
potentials ("singular" here means more repulsive 
than the centrifugal barrier at small distances) provides 
a mathematical model which does lead to a scattering 
amplitude with a more general analytic structure and 
in which these analytic properties can be explicitly 
demonstrated. 

Martin3 has shown that, for purely repulsive 
potentials which are less singular at the origin than 
some inverse power of r, the forward scattering 
amplitude satisfies a dispersion relation in the energy 
k 2• In this paper we investigate the analytic properties 
of the scattering amplitude as a function of cos 0 (0 is 
the scattering angle) for fixed real positive k for a 
class of singular potentials. 

We follow Regge's approach4 of considering the 
partial-wave scattering amplitude SeA, k), A = I + !, 
as a function of angular momentum and then con
verting the scattering amplitude f(k, cos ()) into a 
contour integral in the }. plane by means of a suitable 
Sommerfeld-Watson transform. This has been a 
very powerful technique in the case of regular 
potentials. 

• This research has been sponsored in part by the European 
Office of Aerospace Research (OAR), United States Air Force, 
under Grant No. AF [OAR 66-51. 

j. Work bascd on a thesis submitted in fulfilment of the require
ments for the degree of Doctor of Philosophy to the University of 
Sussex in December, 1966. 

I R. Blankenbecier, M. L. Goldberger, N. N. Khuri, and S. B. 
Treiman, Ann. Phys. (N.Y.) 10,62 (1960). 

2 For example, A. Martin, Nuovo Cimento 42, 930 (1966). 
3 A. Martin, Preludes in Theoretical Physics (North-Holland 

Publishing Co., Amsterdam, 1966). 
, For example, T. Regge, Theoretical Physics (lAEA, Vienna, 

1963). 

For a general singular potential several properties of 
S(}" k) in the A plane are known. The reflection 
property5 

e~i")S(}., k) = e'"AS(-A, k) (1.1) 

follows from the behavior of the wavefunction at the 
origin. With unitarity 

S(}" k)S*(}.*, k*) = 1, (1.2) 

one obtains6 

/S( -iA, k)/ = e"A (1.3) 

for real A and k. So S(A, k) is exponentially small 
along the positive imaginary A axis and exponentially 
large along the negative imaginary A axis. Further
more, it has been shown 7 that an infinite number of 
Regge poles lie in an arbitrarily small angle to the 
right of the positive imaginary A axis for real k. 

It follows from these results that the usual Sommer
feld-Watson transformation involving an integral 
along the imaginary axis in the }. plane cannot be 
carried out. 

In Sec. 2 we study in detail S(}., k) for the potential 
g2r-4. This potential is convenient as the SchrOdinger 
equation in this case may be reduced to the Mathieu 
equation.8 In Sec_ 3 we produce a modified contour 
in the A plane to demonstrate analyticity in cos e for 
this potential. In Sec. 4 we introduce the phase-integral 
method,9.lo connecting solutions of the Schrodinger 
equation between different regions of the r plane. 
This yields the. positions and residues of the Regge 
poles of SeA, k) for more general singular potentials. 
We then discuss the application of these results to the 
analyticity properties of the scattering amplitude 
f(k, cos 0). 

5 E. Predazzi and T. Regge, Nuovo Cimento 24, 518 (1962). 
6 J. E. Bowcock and A. P. Contogouris, Nuovo Cimento 33, 

873 (1964). 
, B. Jaksic and N. Limic, Commun. Math. Phys. 2, 94 (1966). 
'G. H. Wannier, Quart. ApI'/. Math. 11,33 (1953); E. Vogt and 

G. H. Wannier, Phys. Rev. 95,1190 (1954). 
9 W. H. Furry, Phys. Rev. 71,360 (1947). 
10 J. Heading, Phase-Integral Methods (Methuen and Company 
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2. THE POTENTIAL g2r-4 

In this section it is assumed that larg kl ~ 7T/2. 
The following approach has been previously used in 
papers by Challifour and Edenll and Yuan-BenP 

In the Schrodinger equation 

d
2

tp + (k2 _ A2 - t _ g2) = ° (2.1) 
d

2 2 4tp , 
r r r 

substitute 

tp(r) = r!,p(x), x = i In r/ro, r~ = ig/k (2.2) 

to obtain the Mathieu equation 

d
2

,p + (A2 
_ 2igk cos 2x),p = 0. (2.3) 

dx2 

This equation has been studied by Wannier,8 who 
defines four solutions: he(i)x, i = 1, 2, 3, 4. These 
solutions are defined by their asymptotic behavior at 
x = ±ioo, which corresponds to r = ° and r = 00. 
'They may thus be identified with the regular, irregular, 
and Jost solutions of Eq. (2.1). In his paper Wannier 
obtains the linear dependence of these solutions 
(connection formulas) which yield the expression for 
SeA, k): 

eirr ), 

SeA, k) = • 1 (2.4) 
cos 7T{J + i(e--<I> + sin2 7T{J)~ 

eiUA ~ = .~ [cos 7T{J - i{e-2<1> + sin2 7T{J) ], 
1 + e--~ 

(2.5) 
where 

cos 7T{J = 1 - 26.(0) sin 2 TTA , (2.6) 
2 

6.(0) = 

ikg ~ 
22 _ A2 22 _ A2 

ikg ikg 
_A2 _A2 

(2.7) 

11 J. Challifour and R. J. Eden, J. Math. Phys. 4, 359 (1963). 
12 D. Yuan-Ben, Sci. Sinica (Peking) 13, 1319 (1964). 

and <1> is a function of A and k which is found by 
Wannier in a WKB approximation 

<l> = <1>0 + 0[(A2 + 2ikg)-!], (2.8) 
where 

<1> = 7T(A2 - 2ikg) F(a J. 2' A2 - 2ikg) (2.9) 
o 2(A2 + 2ikg)~ 2' 2' 'A2 + 2ikg . 

Hence the approximation is a good one if IA2 + 2ikgl 
is large. 

We are particularly interested in the positions and 
residues of the Regge poles of SeA, k), and also its 
asymptotic behavior as IAI --+ 00 throughout the right 
half-plane; i.e., for larg AI ~ 7T/2. 

From Eq. (2.5), SeA, k) has a pole if 

1 + e-2
<1> = 0, 

i.e., 
<l> = (m + D7Ti, m = 0, ±1, ±2,···. (2.10) 

The Regge poles thus lie along a line L{A) defined by 

Re <1>(A, k) = 0. (2.11) 

Equation (2.10) may be solved for small and large 
values of m. For small positive m (with the extra 
condition Igkl~» m +n we find the poles in the 
first quadrant13 : 

Am{k) = (2igk)i + )2(m + ~)i{1 + 0(111 +It)}. 
(gk)~ 

(2.12) 

Now SeA, k) must satisfy the unitarity condition, 
Eq. (1.2). Hence, for real k, we expect to find zeros of 
S(I., k) in the fourth quadrant at the points conjugate 
to Eq. (2.12): 

A:{k) = (-2igk)! - )2(/11 +~)i{l + 0Clg~;}})' 
(2.13) 

Equation (2.4) will only have a zero if e<I> = 0, i.e., 
Re <1> = - 00. Wannier,8 however, has found his con
nection formulas under the assumption that e<I> =;i= 0. 
By comparison of Eq. (2.13) and Eq. (2.8), it can be 
seen that the approximation to <l> is invalid at A~. 
If larg kl ~ 7T/2, the zeros of SeA, k) wiH always lie in 
the second and fourth quadrants of the A plane. We 
shaH therefore use Eq. (2.4) and Eq. (2.5) for A in the 
first quadrant only. 

It is possible to find another expression for SeA, k), 
valid for A in the fourth quadrant. In Eq. (2.1) we 
substitute 

tp{r) = ri,p(x), x = i In .!:, r~ = .1f 
1'0 ik 

(2.14) 

13 Compare Ref. II. Further inspection, however, shows that 
negative III corresponds to Regge poles in the third quadrant and not 
in the first. 
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to obtain 

d21> - + (..1.2 + 2igk cos 2x)1> = O. 
dx 2 

(2.15) 

As before, we find an expression for SeA, k), which 
now reads 

seA, k) = eiITA[cos l7P - i(e-2q, + sin2 l7PY!] (2.16) 

eiITA(1 + e-2~) 
= _ _ _!' (2.17) 

cos l7fJ + i( e-2
11> + sin2 l7fJ)-

where the introduction of the tilde implies that ikg 
has been replaced throughout by -ikg; the opposite 
sign of the square root must also be taken. Zeros of 
SeA, k) are given by 

1 + e-2
11> = O. 

Now it is easy to prove the unitarity condition Eq. 
(1.2) directly from Eqs. (2.4) and (2.16). 

We shall require the asymptotic behavior of S(A, k) 
in the A plane. We know that, at least for real k, the 
poles lie in the vicinity of arg I. = 17/2. Let us therefore 
consider Eqs. (2.4) to (2.10) for 1m A -+ 00, Re A ~ 0, 
and fixed k. 

In Eq. (2.7) the off-diagonal terms will all be small 
and 

.:\(0) = 1 - 17~~3g2 {1 + 0 (k;:2)} . (2.18) 

Substitute this in Eq. (2.6) and note that cos 171. c:::: 
ie- iITA : 

fJ - A = ~;2 {1 + O(k;:)}. (2.19) 

Using the value of the hypergeometric function near 
unity in Eq. (2.8), we get 

<1>(1., k) = 2A In {~} + 0(1.-1). (2.20) e(lgk) 
It may thus be seen that Isin2 l7fJI » 1e-2~1, and hence, 
from Eq. (2.5), 

ei1T ().-{J) 

S(A, k) = 211> • (2.21) 
1 + e-

When k is real, Tiktopoulos14 has shown that, 
for large A, 

S(A, k) -+ exp (2ic5wKll); larg AI < 17/4, (2.22) 

where 

l7k
2g2 

{ (k2g2)} 
c5WKB = -~ 1 +0 7 . (2.23) 

Now Eq. (2.21) has been obtained for large 1m A, and 

U G. Tiktopou!os, Phys. Rev. 138, BISSO (1965). 

so, from Eqs. (2.19), (2.21), and (2.23), we may write 

SeA k) -+ exp (2ic5wKB). !!. < arg A < !!.. (2.24) 
, 1 + e-2 11> ' 4 - - 2 

For the remaining sector of the right half-plane we 
may follow an analogous procedure using Eq. (2.16) 
and obtain 

17< '< 17 - - argA - -. 
2 - - 4 

(2.25) 

The above equations now give the asymptotic be
havior of S(A, k) throughout the right half-plane. 

Writing A = Al + iA2 in Eq. (2.20), we have 

Re <1> = 21.1 In { 2 II.I t} 
e Igkl 

- 21.2 (arg A - ~ - t arg k). (2.26) 

1m <I> = 21.1 ( arg A - ~ - t arg k) 

+ 21.2 In { 2 II.I t} . (2.27) 
e jgkl 

These equations were first obtained by Yuan-BenI2 ; 

when substituted in Eq. (2.10), they yield the positions 
of the Regge poles for large values of m. From Eq. 
(2.26), Re <1> is large and positive unless 1.1« ,12; 
i.e., e-2

<l> is exponentially small unless arg A c:::: 17/2. 
Thus it may be seen from the preceding equations 
that 

17 
larg AI S '2 - €, € > 0, (2.28) 

i.e., the region in which Eq. (2.22) holds may be 
extended. 

If arg k = 17/2, the line of poles L(A) defined by 
Re <1> = 0 lies along the imaginary axis. If 17/2 > 
arg k ~ -17/2, then 1.-+ 00 along L(A) implies 

1.1 ,1.2 ,1.2/1. 1 -+ 00, arg 1.-+17/2. (2.29) 

Hence there are an infinite number of Regge poles 
lying in an arbitrarily small angle to the right of the 
positive imaginary axis such that their real parts are 
unbounded. To the left of L(A), i.e., between L(A) and 
the positive imaginary A axis, Re <1> becomes increas
ingly negative as we approach the axis and hence 
S(A, k) -+ e2<I>. For real k, S(A, k) satisfies Eq. (1.3) 
along the axis. 
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In the fourth quadrant of the A plane there are an 
infinite number of zeros of S(A, k) lying along a line 
L(A) defined by Re <i> = O. When k is real, L(A) is 
conjugate to L(A) and SeA, k) satisfies Eq. (1.3) along 
the negative imaginary A axis. 

The value of the residue y", of SeA, k) at each pole 
may be calculated from Eq. (2.4); 

= lim (A _ A )S(A k) = e
i7rAm 

cos 7Tf3(Am) . 
Ym m' <h'(' ) 

A~Am ~ Am 

When m is large, 

Y m = [4 In { ~Am i}]-l. 
(/gk) 

(2.30) 

3. TOTAL SCATTERING AMPLITUDE 

We now consider the scattering amplitude f(k, 
cos 0) for the potential V(r) = g2r -4 for real k. As is 
well known, the partial-wave sum for the scattering 
amplitude may be expressed as a contour integral in 
the complex A plane: 

1 co 
f(k, cos 0) = -. !(21 + 1) 

21k /=0 

X PI(cOSO)[SI(k) -1] (3.1) 

= - - -- PA-i( -cos O)[S(A, k) - 1], 1 f AdA 
2k C cos 7TA 

(3.2) 
where C is a contour enclosing the positive real axis 
(Fig. I). Equation (3. I) is convergent for physical cos O. 

c, 

FIG. I. The contours C and C, in the;' plane. 

In order to consider f(k, cos 0) as an analytic function 
of cos 0, we take Eg. (3.2) and open out the contour 
C as much as possible. For regular potentials it is 
possible to open out C until it runs along the imagi
nary axis. In the singular case this is not permitted. 
Let us consider the situation shown in Fig. I ; 0 is, for 
the moment, restricted to 0 < () < 27T. We have 

f(k, cos 0) = _ ~ r AdA 
2k Je, cos 7TA 

x p),-t( -cos O)[S(A, k) - 1] 

7Ti '" }'m 0 - - £.. PAm-i(-COS )Ym, (3.3) 
k m cos 7TAm 

where the sum extends over the poles enclosed by 
C1 • In the first quadrant C1 is taken along the positive 
imaginary axis and in the fourth quadrant along 
L(A). AE and A * D* are arcs of large radius with 
A*D* conjugate to AD. We wish to prove that, as 
AE and A * D* are moved out to infinity, the parts of 
the integral in Eq. (3.3) taken along these arcs tend to 
zero. 

In Sec. 2 we have seen that SeA, k) - exp (2io WKB) 

as A - 00 in the range larg AI S 7T/2 - E, where 
E > 0 is an arbitrarily small fixed quantity. We may 
therefore choose a point B on C1 such that arg B = 
7T/2 - E. If AE is at a sufficiently large distance from 
the origin, B will lie to the right of L(A). As AB moves 
out to infinity, thus, along AB and A * B*, we have 

IS(A, k) _ 11 _/7T:;:2/. 

Also, 

Hence, 

fJB
O 

+J.1) ~ PA-i( -cos e)[S(A, k) - I] - 0, 
~ A 0 H cos 7TA 

(3.4) 
as AB and A*B* move out to infinity. 

Define EB by the condition 1m <l> = M7T, where M 
is a large positive integer. Then r2'1) = e-2 Re <I> is real 
and nonnegative along EB. Hence, 

IS(A, k)1 = lexp(2iow1w)! < lexp(2io ., )1. 
II + e-2 <1> I - '\I~B 

As i5wKB is small for large )., SeA, k) is bounded along 
EB. Along DB we know that Re <l> 2 0; then 

! < I SUI, k) I < 1. 
2 - exp(2io,YKB) -
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By the unitarity condition it may be seen that SeA, k) 
is bounded along B* D*. Now p;,_!( -cos e)/cos TTA is 
exponentially small when 11m AI is large. Hence 

{i V- fll} AdA + --P;,_i(-coseHS(A,k)-I]--O, 
U- J<: cos 7T). 

(3.5) 

as EB and B* D* move out to infinity. 
From Eqs. (3.3), (3.4), and (3.5) we obtain 

f(k, cos e) = 

- - --. P A-!( -cos e)[S(A, k) - 1] I J AdA 
2k ('2 cos 7TA 

(3.6) 

where C2 lies along L(A) in the fourth quadrant and 
along the positive imaginary axis. 

So far we have restricted cos e by ° < e < 27T. 

Equation (3.6) reduces to Eq. (3.1) for these values 
of e. However, Eq. (3.6) is convergent for more 
general complex values of cos e, and thus it is an 
analytic continuation of f(k, cos e) into this larger 
domain. 

For large A we have 

P A-!( -cos e) = 0 (I ,;.-t exp r± iA( 7T - e)] I) , 
cos TTA exp [±id] 

where the signs are chosen to give the larger terms in 
both the numerator and the denominator. In the 
infinite sum over poles, Am = AmI + iAm2 where 
Am2/Ami -- 00 as m -- 00. Hence 

P Am-}( -cos e) 

cos 7T)'m 

= o (I A;'! I exp {±(Amle2 - Am2 [7T - elM). 
exp [7TA m2 ] 

Since Am2/Am1 -- 00, it follows that this expression is 
exponentially decreasing at infinity for any finite 
value of e2 if ° < e1 < 27T. Also Ym decreases as m 
increases from Eq. (2.30). Hence the infinite sum over 
Regge poles is convergent if ° < Re e < 27T and ° S 1m e < 00. From Eqs. (2.24) and (2.25), IS - 11-
I as A -- 00 along either branch of C2 , and hence 
an analogous argument for the integral over C2 in 
Eq. (3.6) shows that it converges for the same values 
of e. This strip of the e plane maps into the whole 
cos e plane with a cut along the positive axis between 
+ 1 and + 00. Thus Eq. (3.6) is an analytic representa
tion of f(k, cos e) in this cut plane. 

4. PHASE-INTEGRAL METHODS 

In Secs. 2 and 3 we have considered the potential 
g2r-4. In this section we shall find the positions and 
residues of the Regge poles of SeA, k) for a more 
general class of singular potentials. Our results will 
enable us to conjecture that the results of Sec. 3 hold 
also in the more general case. 

The Schrodinger equation may be written 

TP"(r) + q(r)TP(r) = 0. (4.1) 

If q(r) contains a large parameter, this equation has 
the WKB asymptotic solutions 

TPI(r) = q-! exp {i frq(r
f
)]! dr

f
}, 

TP2(r) = q-i exp {-ifrq(rf)]! drf}. (4.2) 

In our case the large parameter will be A. These 
solutions are valid everywhere in the complex r plane 
except near the zeros of q(r), provided that the poten
tial has an analytic continuation in the region of the 
r plane under consideration. 

We take VCr) in the form 
2 

VCr) = gJ(r), n integer ~ 4, (4.3) 
r 

where f(r) is a bounded analytic function in the right 
half-plane and f(O) = 1. In particular, we can take 
[forf(r) -:;f 1] 

fer) = ioocr(ex)e-ar dex, p. ~ 0, (4.4) 

where J: I cr(ex) I dex < 00. It will be convenient to 
assume, in addition, that the region of analyticity 
includes the origin. Now 

A2 g2 
q(r) = k2 

- - - - fer), (4.5) 
r2 rn 

where A2 - ! has been replaced by A2, as is normal in 
a WKB approximation; in any case, we are concerned 
with large A. 

Under the conditions on the potential it may be 
seen that, for large enough A, q(r) has n - 2 zeros 
near the origin, which are situated neat to the roots 
of the equation rn- 2 = _g2/A2. Write A = Aeiw and 
these roots are 

ex = (~)2/n-2 exp {(2P + 1)7T - 2w i} 
p A n-2' 

P = 0, 1, ... , n - 3, (4.6) 

where the first factor is taken as real and positive. 
Denote the zero of q(r) near exo by ex. Apart from these 
n - 2 zeros, q(r) will have another zero near Ajk; 
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we denote this zero by (3, and in the following it will 
always lie in the right half-plane. If we were consider
ing a regular potential, (3 would be the only zero of 
q(r) in the right half-plane for large ) .. 15 It is the pres
ence of extra zeros near the origin that enables us to 
use phase-integral methods to find the Regge poles. 

The regular solution for a potential given by Eq. 
(4.3) has the behavior near the origin of the form 

1>(r) = u(r) exp {-~ r-(,,-2)/2 + her»), (4.7) 
n-2 i 

where u(r) is a power series in r, and h(r) is less sin
gular than the first term in the exponential. Hence 
1>(r) -->- 0 as r -->- 0 only if larg r 1 < 7Tjll - 2. In the 
consideration of the WKB solutions around the origin 
we shall thus restrict ourselves to this wedge. 

The WKB solution 1jJ2(r) represents the regular 
solution in the region between the origin and CI.. If there 
is an anti-Stokes line (see Appendix A for details) 
joining CI. and (3, we may follow the rules of the phase
integral method10 and continue this solution around 
the zeros at CI. and (1 to the region to the right of /3. It 
then becomes a linear combination of 1jJl and 1jJ2, 
which are then multiples of the Jost solutions. This 
linear combination yields 

S(; I') = exp (2iO\n~B) (4,8) 
., , I + e-2 <IJ ' 

where 
,'/1 

<1)(/., k) = -ij, [q(r)]~ dr. (4.9) 

We shall see later that this <l> is a generalization of the 
one occurring in Sec. 2. The requirement that an 
anti-Stokes line joins CI. and {3 implies that Re <l> = O. 

Now Eq. (4.8) has a pole when I + e-2(D = 0, i.e., 
if 

<l> = (m + ~)7Ti, m positive integer. (4.10) 

As CI. and /3 are both square-root branch points of the 
integrand in Eq. (4.9), Eq. (4.10) may be written 

f [q(r)]~ dr = -27T(m + ~), (4.11 ) 

where the integral is taken around a suitable contour 
enclosing CI. and (3. The negative sign arises from our 
choice of square root in the integrand. This is the 
Bohr-Sommerfeld quantization condition for bound 
states in a semiclassical approximation; i.e., we are 
interpreting Regge poles as bound states for complex 
angular momentum. 14 

By using phase-integral methods, however, we 
obtain more than the quantization condition: we also 

(5 A. Bottino, A, M, Longoni, and T. Regge, Nuovo Cimento 23, 
954 (1962). 

obtain an expression for the residue Ym at each Regge 
pole. From Eq. (4.8) 

exp [2iO\\,KB(A m , k)] 

Yin = 2<D'(}'m, k) 
(4.12) 

where the prime denotes differentiation with respect 
to A. 

Let us determine <l> as a function of A: 

Calculation of this integral when fer) = 1 is fairly 
straightforward. As 1).1 is considered large, q(r) c::-: 
_}.2jr 2 over most of the range of integration, i.e., 
except near CI. and p. Near CI., 

},2 ( Cl.n-2) 
q(r)"""" - - I - - ; r2 r"-2 

and near (1, 

q(r)"""" _ ~ (1 _ r2). 
r2 (32 

Using these approximations in the appropriate inter
vals, <l> may be calculated to give 

<h( 1 k n). I { 2A } .-~ 
'V /" .) = -- n . 2/ 1 2/ + 0(1. ). (4.13) 

n - 2 e(/g)"k - ." 

Iff(r) = I - ar P for small r and some positive integer 
p, then <l> will have extra terms which can be large but 
are small in comparison with the first term of Eq. 
(4.13). An explicit calculation is made in Appendix B 
for 11 = 4 and p = I [e.g., VCr) = (g2jr4)e-ar ], where 
it is found that the extra term is a constant. 

The position of the mth Regge pole, at Am = AmI + 
0'",2, may now be found from Eqs. (4.10) and (4.13): 

• I ( 2 1}'1111 ) 11 - 2 ( 1 + )'1112 n I 0/ 1 o· f = -- m + 2)7T· 
\ e 1 g- "k --. "I n 

(4.15) 

Thus we have found the position of the Regge poles 
for large values of m. For large k but small m, 
So., k) is still given by Eq. (4.8) along the line of 
poles, but the expression for <l> is different. 

So we see that SeA, k) has an infinite number of poles 
lying on a line L(}.) defined by Re <l> = O. SeA, k) is 
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given by Eq. (4.8) along this line of poles for large 
enough IAI. 

If arg k = 7T/2, Eqs. (4.14) and (4.15) are satisfied 
by A",1 = 0, i.e., the poles lie on the imaginary axis. 16 

If ° S; arg k < 7Tj2, then 

m ---+ 00 implies A,,'I' A",2' A",2/,1.ml - 00, 

arg,1.", ---+ 7TJ2. (4.16) 

Thus an infinite number of Regge poles lie eventually 
within a small angle to the right of the imaginary 
axis, although }'ml itself tends to infinity. This is in 
agreement with the result found by Jaksic and 
Limic. 7 

An analogous procedure may be followed to find 
the zeros of S(,1., k) in the fourth quadrant. If 
-7T/2 S; arg k S; 0, then along the line of zeros 
1(,1.) we have 

S(,1.,k) = exp(2iowKB)(1 + e-2
<1», (4.17) 

where 

(4.18) 

and Ii is the zero of q(r) near the origin corresponding 
to p = n - 3 in Eq. (4.6). 

The residues of SeA, k) at the Regge poles are 
(OWKB is small for large /,1.",1) 

Ym = (n - 2)/2nln { 2,1.m }. (4.19) 
(ig)2Inkl-2In 

It may be seen for 11 = 4 that the above equations 
reduce to those found in Sec. 2. 

We have proved Eq. (4.8) when ° S; arg k S; 7T/2 
and Eq. (4.17) when -7Tj2S;argkS;0. Hence, 
when k is real, we know the position and residues of the 
Regge poles and the position of the zeros of SeA, k). 

We now consider the scattering amplitudef(k, cos 0) 
for real 0 in terms of the contour integral discussed 
in Sec. 3. The integral along the arcs A * B* and BA 
of Fig. 1 still tends to zero as its radius increases 
because S(}" k) - 1 as 1,1.1 ---+ 00, provided that 
larg ,1.1 S; (7T/2) - E.7 The integrals along the positive 
imaginary axis and along the line of zeros and the 
sum over the poles in the upper half-plane converge 
just as in the previous case. As the angle E is arbitrarily 
small, it is sufficient to show that S(,1., k) is bounded 
(a polynomial bound would suffice) along some arc 
EB crossing the line of poles L(A) and some arc B* D* 
up to the line of zeros leA). 

Unfortunately, our method is too crude to guarantee 
this, as we only have the expression Eq. (4.8) for ,1. 
on L(A) and the corresponding expression Eq. (4.17) 

16 It is easy to show that, as in the case of regular potentials for 
k 2 < 0, ).2 is real. ' 

forA on L(A). There is always a point between suc
cessive poles on L(,1.) satisfying 1m <D = M7T, where 
M is an integer for which S(,1., k) ---+ t. But we are not 
allowed to say anything about the behavior of 
S(,1., k) near the line L(,1.). Similar arguments apply 
to the lower half-plane. 

Physically, we would not expect the scattering 
amplitude for the potential g2r4 to be substantially 
different from that of the potential g2r-n for other 
values of n > 3. We have shown in this section that 
the zeros and poles of all such inverse power potentials 
are given by Eqs. (4.8) and (4.17), where <D and q) have 
a similar form for any value of n > 3, and we know 
that these _expressions can be continued away from 
L(,1.) and L(,1.) for n = 4. So it is very reasonable to 
assume that at least inverse-power potentials have no 
incongruous behavior along EB and B* D*. Similarly, 
we can consider the potential VCr) = (g2/r 4) e-!1r. We 
have shown that the function <D for this potential for 
large imaginary A is asymptotically equal to the <D 
of Sec. 2 (Appendix B). So here again it would be 
surprising if S(,1., k) along EB and B* D* were not 
bounded for large enough I}.I. 

Hence we expect, but have not proved, that there 
exists a class of singular potentials for which S(,1., k) 
is bounded along EB and B* D* and, therefore, for 
which the modified Sommerfeld-Watson transforma
tion of Sec. 3 can be carried out. This allows the 
analytic continuation of f(k, cos 0) for fixed real posi
tive k in cos e. 

5. CONCLUSIONS 

We have shown that, for at least one singular po
tential, the scattering amplitudef(k, cos 0) is analytic 
in the cos () plane, cut from cos 0 = 1 to infinity 
along the real axis for real positive k. Following the 
discussion at the end of the last section, it seems likely 
that there is a more general class of singular potentials 
with inverse-power behavior at the origin for which 
this is true. Indeed, if we consider potentials of this 
class which are exponentially bounded by e-pr as 
r - 00, we also have analyticity in cos () within the 
Lehmann ellipse,17 and so the region of analyticity 
can be extended to the cut cos () plane with the cut 
running from cos () = 1 + (11,2f2k2) to infinity. This 
is the same region of analyticity as for exponentially 
bounded regular potentials. In the singular case, 
how~ver, we are unable to prove that there is a poly
nomial bound of f(k, cos 8) as cos e ---+ 00. This is 
indeed unlikely, for Re }'m - 00 as m ~ 00, where 
,1.1Il is the position of the mth Regge pole. 

17 Thi~ follows immediately from the asymptotic behavior of the 
phase shIft ,)()., k) for real J. and k as ). ->- w [given by B. laksic and 
N. Llmlc, 1. Math. Phys. 7, 88 (1966»). 
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We do not know anything about the analytic 
properties of f(k, cos 0) in the energy k 2 except for 
the case offorward scattering.3 With regular potentials 
the analyticity properties in k can be investigated 
away from the forward direction by using methods 
based on the integral equation for scattering which 
is iterated to give the Born series. IS The variable 
t = - 2k2(1 - cos 0) appears naturally in this ap
proach. Then it can be shown that, for fixed t, 
f(k, t) is analytic in the upper-half k plane. 

For singular potentials the Born series plays no 
role and so t is not a natural variable. We suspect that 
a new variable T = T (k, I - cos 8) would have to be 
used in its place in order to obtain interesting analyti
city properties of f(k, T) in k for fixed T and that T 

would depend on the degree of singularity n of the 
potential.19 

We thus see that the scattering amplitude f (5 = k 2
, 

cos 8) has a more complex analytic structure in 
singular-potential theory than in the regular case. In 
this respect the analytic structure so far obtained 
seems to be similar to that which can now be proved 
in axiomatic field theory.2 But, as t probably plays no 
role in singular potential theory, 20 it is difficult to 
consider them as mathematical models of relativistic 
field theory where crossing is an essential requisite. 

Our method does not help to extend the region of 
analyticity of f(k, cos 8) in k. Only real k can be 
considered with the modified Sommerfeld-Watson 
transformation we use. But, as dispersion relations in 
k 2 exist, at least for the forward scattering amplitude, 
it should be possible to exhibit the analytic continua
tion to complex k directly without recourse to the 
regularization procedures used by Martin.3 

There is also the mathematical problem of Sec. 4 to 
overcome. Wanniers was able to obtain a WKB 
expression for SeA, k) valid for A in the first quadrant 
for the g2,-4 potential by using the periodicity prop
erties of the Mathieu equation together with its 
special symmetry (i.e., under the transformation 
r ~ I/r). The periodicity properties can be generalized 
to all singular potentials which are single-valued 
functions of r,21 but the symmetry breaks down. If 
the phase-integral approach is combined with the 
method of Fubini and Stroffolini,21 it should be 

18 N. N. Khuri, Phys. Rev. 107, 1148 (1957). 
,. For example, in diffraction scattering at high energies by the 

potential V(r) = g2r-4 [or V(r) = g2r-' exp (-pr)J, the quantity 
which defines the diffraction peak is ki(l - cos 0) [R. H. Jones, 
Ph.D. thesis, University of Sussex {I966)j. 

20 It is possible that t is important for potentials which are 
exponentially singular at the origin as tk = 2k sin (0/2) does occur 
in the amplitude for scattering off a hard sphere. But neither the 
results of this paper nor Martin's results (Ref. 3) apply to this case. 

21 S. Fubini and R. Stroffolini, Nuovo Cimento 37, 1812 (1965). 

possible to obtain less restrictive asymptotic expan
sions for S(A, k) in the general case. 

APPENDIX A 

A general solution of the Schrodinger equation, 
Eq. (4.1), may be written as a linear combination of 
the WKB solutions: 

But in asymptotic expansions Al and A2 suffer dis
continuous changes on going to different regions of 
the r plane. This is the Stokes phenomenon,22 and 
phase-integral techniques enable us to trace solutions 
of Eq. (4.1) around the singular points of the WKB 
solutions, i.e., around the zeros of q(r), where 

It is known that, for large A and real k, the Regge 
poles lie within a small angle to the right of the 
positive imaginary A axis. We shall therefore consider 
arg A nearly equal to TT/2, 1,1./ large, and k real. The 
two significant zeros of q(r) are then given by 

( 
g )2In-2 

occ::::' -
1.1.1 

A 
(J c::::' -. 

k 

exp I ; { 
TT - 2 arg A .} 

n-2 

So arg oc is nearly zero and arg fJ is nearly TT/2. 
The problem of finding SeA, k) is to express the 

regular solution of the Schrodinger equation, whose 
behavior near the origin is given by Eq. (4.7), as a 
linear combination of the Jost solutions defined by 
their asymptotic behavior at infinity. Thus we wish to 
trace a WKB solution from the region between ° 
and oc to the region between fJ and infinity. It is possible 
to do this in a straightforward manner if there is an 
anti-Stokes line joining oc and fJ; the condition for this 
is 

ImJ:[q(r)]~ dr = 0. (A3) 

We shall therefore assume that this condition holds 
and see later what restrictions it places on our results. 
The r plane is illustrated in Fig. 2. There are three 
Stokes lines, defined by Re f~ q1t dr = 0, radiating 
from oc and marked as dotted lines in Fig. 2. There are 
also three anti-Stokes lines, defined by 1m tq! dr = 0, 
lying between the Stokes lines and marked as full 
lines in Fig. 2. A similar situation occurs at {J. In 
region 1 of Fig. 2 (the r plane is divided into regions 

22 G. G. Stokes, Trans. Camb. Phil. Soc. 10, 106 (1857). 
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FIG. 2. Stokes and anti-Stokes lines in the r plane. 

by the Stokes and anti-Stokes lines) the regular solu
tion cp(r) may be identified with 1p2(r). I n the notation 
of HeadinglO we write 

cp(r) == (r, O:)s' (A4) 
where 

(r, 0:) = q-t exp {-ifq! dr} 

and the suffix s denotes that the solution is sub
dominant or exponentially small. The regular solu
tion may now be expressed in terms of the WKB 
solutions in other regions as follows: 

region 1. (r, 0:)8 == cp(r), 

region 2. (r,O:)d' 

region 3. (r, O:)d + i(o:, r)s, 

region 4. [jJ, O'.J(r, (3)d + i[o:, jJ](jJ, r)s, (AS) 

region 5. [,8, o:](r, (3)s + i[o:, ,8](,8, rL, 

region 6. ([0:,,8] + [,8,0:])(1', ,8)8 + i[o:, .8](,8, r)a, 

region 7. ([0:,,8] + [,8, o:])(r, (J)rl + i[o:, (J]((:i, 1')., 

region 8. ([0:,,8] + [fJ, 0:])(1', ,8)a - i[,8, o:](fJ, 1')., 

where 
( ) -1 {. r ! I } 0:, r = q exp I J~ q (r, etc., 

[0:, (J] = exp {if qt dr}, etc., 

and the suffix d denotes that the solution is dominant 
or exponentially large in the region considered. It 
may be seen from the above tabulation that: (i) on 
crossing an anti-Stokes line the subdominant term 

becomes dominant and vice versa; (ii) on crossing a 
Stokes line the coefficient of the subdominant term 
changes by i times the coefficient of the dominant 
term. 

In region 8 of the r plane the WKB solutions are 
multiples of the J ost solutions: 

(I', fJ)a = const X f+(r), 

(,8,r)s = const X f_(r), (A6) 
where 

f±(r )r"'"oo exp (-=f fkr). 

The multiplicative factors may be found as follows: 

lim (r, ,8)a exp (ikr) 

= k-!Iim exp {ikr - Jrq! dr'} 
T-C/) Jp 

= Ie! exp {ik(J - i loo [ (k2 - ~: - !:f(r»)! - kJ dr}. 

Now fJ is a generalization of the classical turning 
point, and so 

(5I1'KB = A1T _ kfJ + (OC{(k2 _ 1.
2 

- ~ fer»)} - k} dr. 
2 Jli r2 rn 

Thus 

(r, ina = k-~ exp C~1T - i(\n03)f+(r). (A7) 

Similarly, it can be shown that 

( II) I -! (i). 1T . ~ ) F' r s = Ie exp - 2 + lUWKB f_(r). (AS) 

Substituting these expressions in Eq. (A5), 

SeA k) = exp (2i6"'KB) 
, 1 + [0:, fJ]2 ' 

(A9) 

where we have used the relation [0:, ,8][,8, 0:] = 1. 
Equation (A9) has only been obtained when there is 
an anti-Stokes line joining 0: and ,8. Define a function 
<P(A, k) by 

(AIO) 

The above condition on the validity of Eq. (A9) may 
be summed up by the equation 

S(Je, k) = exp (2i6wKB), Re <I> = O. (All) 
1 + e-2<1> 

APPENDIX B 

Here we shall calculate <PUe, k) for a potential 
given by Eq. (4.3) with n = 4: 
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As fer) has been defined as a bounded analytic 
function in the right half-plane and at the origin, we 
have 

The notation r E [!X, ro] is here taken to mean that r 
lies on the contour of integration between the points 
ex and ro. 

If(r)1 < A, for some finite A, Re r ~ 0, (B2) (i) r E [ex, extl => Iq(r)1 < 0(A3). Hence 
and 

fer) = 1 - ar + (bj2)r2 + 0(r3), II :::;; O(A~) lexi - exl = O(A-!). (B12) 

in some region around the origin 
Hence 3 , > ° such that Irl < , implies that 

If(r) - 1 + arl < Ibr 2 1, b =;C 0, 

If(r) - 1 + arl < Ir21, b = 0. (B3) 

We shall assume in the following that a =;C ° and 
b =;C ° (e.g., the potential g2r-4e- ar). We note that, 
and A are now fixed quantities, i.e., they do not 
depend on A. As we are considering the asymptotic 
behavior of<D as A --+ co, we may thus write, = 0(1) 
and A = 0(1). 

ex and f3 are zeros of q(r) near the points igj A and 
AI k, respectively; hence 

(B4) 

(BS) 

We split the range of integration in Eq. (BI) into 
four parts: 

(J,a
1 1ro fP1 

lP) <l> = - i + + + q! dr 
x at TO PI 

= II + 12 + 13 + 14 (say), (B6) 
where 

ex = i g {t + a g ei01} 
I A A ' 

(B7) 

ro = ,ei82 , (B8) 

A { ·0 f31 = - 1 + e' >jA3}, 
k 

(B9) 

and 01 , O2 , 03 are phase angles chosen such that all 
three points lie on the contour of integration joining 
ex and f3. Hence 

r E [ex, ro] =>f(r) = 1 - ar + Cw(r)r2, Iw(r)1 < 1, 

(BlO) 

r E [ro, f3] => If(r)1 < A. (BII) 

The expression under the square-root sign is a quad
ratic in r and may be factorized. Its roots are close to 
ex and - ex. Using this property, the integrals may be 
calculated to obtain 

12 = A In {2}:ro} + iag7T + O().-!). (Bl3) 
elg 4 

(iii) r E [ro, f3I] => Ik 2 
- ~ I ~ °U,) I ~:f(r)l· 

f
P1 (}2 )~ 

13 = ro ;2 - k
2 

dr 

+ g2 {I + 0 (l)}fPl (3..: _ k2)! fer) dr. 
2 A ro r2 r4 

By splitting up the interval of integration of the second 
part at opJ) and O(Ai), it may easily be bounded by 
O(A-!). Hence 

13 = A In {~} + O(A-!). (BI4) 
ekro 

(iv) r E [f3I' f3] => Iq(r)1 :::;; 0(A-3). Hence 

14 :::;; O(A-i) 1f31 - f31 = O(A-~). (BIS) 

Adding together Eqs. (Bt2) to (BIS), 

<D(A, k) = 2A In {~} + iag7T + O(A-!). (BI6) 
e(igk) 4 



                                                                                                                                    

JOURNAL OF MATHEMATICAL PHYSICS VOLUME 9, NUMBER 7 JULY 1968 

Particlelike Solutions to Nonlinear Complex Scalar Field 
Theories with Positive-Definite Energy Densities* 

GERALD ROSEN 

Drexel Institute of Technology, Philadelphia, Pennsylvania 

(Received 15 September 1967) 

It is shown that a self-interacting complex scalar field theory with a positive-definite energy density 
can admit spatially localized singularity-free particlelike solutions. A condition on the self-interaction 
energy density, sufficient to guarantee the existence of such solutions, is that its derivative should be 
nonincreasing and not identically constant as the squared absolute value of the field increases from zero. 

Consider a generic self-interacting complex scalar 
field theory derived from a Lorentz-invariant La
grangian density of the form 

where V(;(2) is a nonnegative self-interaction energy 
density, a real continuous piecewise Cl function for 
all X2, of the order X2 as X2 -+ 0, but otherwise 
arbitrary: V(;(2) 2:: 0, V(O) = 0, V' (X2) piecewise 
continuous, ° < V'(O) < 00.1 Let us seek spatially 
localized singularity-free solutions to the field equation 
derived from (I) by putting 'If = Xe-iwt with X a 
real C1 piecewise C2 function of x alone and (.) a 
real constant. Since the reduced field equation 

(2) 

follows consistently from the variational principle 

b f Ld3x = 0, L = w2X2 - IVxl2 - U(X 2
), (3) 

we have the pseudovirial theorem2 applicable for a 
singularity-free C1 piecewise C2 solution X such that 

3 

lim [lxl"x(x)] = O. (4) 
Ixl .... 00 

A statement of the pseudovirial theorem 

f [3w 2l - IVxl2 - 3 U(l)]d3x = 0 (5) 

in combination with Eq. (2) produces the global 
condition 

f [21Vx12 - 3 u(l) + 3lu'(l)]d3x = 0, (6) 

which implies that 

(7) 

for some values of X2, is necessary for the existence of 

* Work supported by a National Science Foundation grant. 
1 See Appendix A. 
2 G. Rosen, J. Math. Phys. 7, 2066 (1966). 

such a particlelike solution.3 Equation (7) precludes 
the existence of localized singularity-free particlelike 
solutions for a large class of simple nonnegative 
V(X 2

). Notwithstanding the absence of any patently 
negative "binding energy," it is however possible to 
formulate conditions on a nonnegative V(X2) com
patible with Eq. (7) and sufficient to guarantee the 
existence of particlelike solutions, as shown in the 
following. 

First observe that the condition (7) is satisfied 
strongly if U'(X2) is nonincreasing and not identically 
constant as X2 increases from zero, for then 

2 

U(X2
) -lU'(x2

) = f [U'm ~ u'(l)] d~ > 0 (8) 

for some values of X2. Particlelike solutions to Eq. (2) 
are in general obtainable with V'(X2) nonincreasing 
and not identically constant as X2 increases from zero, 
positive spherically symmetric solutions described in 
first approximation by 

Ixl ~ R, 

{

O( sin ([w 2 - U'(0(2)]! Ixl} 
[(()2 _ U'(0(2)]t Ixl 

Xl == 0( exp ([U'(O) - w 2J!(R - Ix!)} 
[U'(o. _ U'(0(2)]t Ixl ,Ixl 2:: R, 

where 

(9) 

R = [w 2 _ U 1(0(2)r![1T _ tan-1 {[w
2 

- U'(0(2)]!}] 
[U'(O) - (l)2]! 

= [U'(O) - U'(0(2)r! ~ (10) 
~ 

with ~ the smallest positive value of X for which 
U'(X2) ~ w 2• Requiring 

V'(O) > (1)2 2:: V'((J2) > U'(0(2) , 

the s~cond and third members of Eq. (10) fix 0( for 

3 It can be shown that Eq. (7) is necessary for the existence of any 
spatially localized and temporally periodic singularity-free particle
like solution derived from (I). For the method of proof, see: 
G. Rosen, J. Math. Phys. 7, 2071 (1966). 

996 
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prescribed (02, and so the solutions (9) are param
etrized completely by (02, free to range continuously 
over a certain open interva!.4 For the specific self
interaction energy density 

U(X2) = 0' - t', (11) 
{
m2x2 X2 < {/2 

mix2 + (mg - m~)fi2, X2;;::: f32, 

the solutions (9) are exact with admissible values of 
w 2 such that U'(O) = m~ > w 2 > m; = U'(rx2

) , the 
second and third members of Eq. (10) producing 

rx = f3[(m~ - mi)J~{7r - tan- l [cui - mi)~J\. 
(u} - mil (m~ - ( 2)! J 

To verify the approximate validity5 and improve 
upon the accuracy of (9) for general U(X 2), we evoke 
the integral form of Eq. (2): 

X(x) = ncX; x) 

== --.L I [exp - [U'(O - w
2]! Ix - yl J 

47r Ix - yl 

X [U'(O) - U'(X(y)2)]X(y)d3y (12) 

and set up the iterative approximation series 

X,,+l(X) = n(Xn; x), (13) 

with Eq. (9) serving as the first approximation. For 
spherically symmetric X(x) = XClxl), the integral 
transform in Eq. (12) is expressible as 

O(X; x) = LX) GClxl, s)[U'(O) - U'(i(S)2)]X(S) ds, 

with 

s S r, 

r S s, 

where fl == [U' (0) - W2]~. Because (9) satisfies the 
linear integral equation 

() 
1 f [exp - [U'(O) - W2J~ Ix - yl] 

Xl x =-
47r lyl5R Ix - yl 

X [U'(O) - U'(rx 2)]X/y)d3y, (14) 

• Usually the critical casew' = V'(O) does not admit a particlelike 
solution of finite total energy, but there are certain special nonnega
tive piecewise C' self-interaction energy densities with V'(X') 
nonincreasing for which a physically acceptable particlelike solution 
is obtainable with w' = U'(O). 

• Rigorous existence and convergence theorems for the particlelike 
solutions can be based on the iterative approximation series, Eq. 
(13). For their construction with Eq. (13), see: M. A. Krasnosel'skii, 
Topological Methods ill the Theory of NOlllillear Integral Equations 
(The Macmillan Company, New York, 1964), pp. 123-168; Positive 
So/utiol1S of Operator Equations (P. Noordhotf Ltd., Groningen, 
The Netherlands, 1964), pp. 230-245. 

it follows that 

X2(X) - XI(X) = --.L {- r [U'(XICy)2) - U'(rx2
)] 

47r JIY!5R 

+ L,~}U'(O) - U'(Xl(y)2)J} 

X [exp -[U'(O) - w
2
]! Ix - yl] ()d 3 (15) 

I I 
Xl Y y. 

x-y 

Specialized analysis applied to the right side of Eq. 
(15) can be used to bound the left side [generally 
small in absolute magnitude compared to Xl(X)] for 
any U(X2) such that U'(X2) is nonincreasing for 
X2 S rx2; a crude but general lower bound on the 
second approximation is obtained immediately from 
Eqs. (13) and (14) as 

[ 
U'(O) - U'({32)] 

X2(X) > U'(O) _ V'(rx2) Xl(X), (16) 

For certain U(X2) it is more convenient to use the 
first approximationS 

_ rx tanh,u Ixi (17) 
Xl = , 

fl Ixl cosh,u Ixl 

where ,u2 == HU'(O) - U'(rx2)] and 

(1)2 = U5 V'(O) + U'( rx2
)], (\8) 

The condition (I8) associated with (17) has the 
virtue of fixing rx for prescribed (()2 by an analytical 
relationship more explicit than the condition (10) 
associated with (9). Note, however, that the first 
approximation (17) would be inappropriate for a self
interaction energy density such that 

[U'(O) - U'(X2)] S [U/(O) - U'(rx2)J(X/rx)2 

for X2 S rx2; if the latter (rather stringent) condition 
is satisfied by the nonincreasing U'(X 2), then an upper 
bound on the second approximation follows from 
Eqs. (13) and (17), X2(X) < Xl(X) or X2(X) S KXl(X) 
for a positive constant K < 1, since (17) satisfies the 
linear integral equation and associated inequality 

() \ I [exp -fllx - ylJ 6fl2Xl(Y) d3 Xl X = - Y 
47r Ix - yl [cosh,u IyW 

(19) 

> --.L I [exp -[U'(O) - ([)2]! Ix - yl] 
47r Ix - yl 

X rx- 2[V'(0) - U'(rx 2)]XI(y)3(J3y. (20) 

Hence, by mathematical induction based on Eq. 
(13) we have XI/(x) S K"-IXt(X), and so 

x(x) = lim X,,(x) = 0 

6 See Appendix B. 
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is the trivial solution with (17) as the first approxi
mation if [U'(O) - U'(X2)] s [U'(O) - U'(a2)](x/a)2 
for X2 S a2• 

As an example of a physically interesting non
negative self-interaction energy density U(X2) with 
U'(X2) nonincreasing, we have the form (expressed in 
convenient physical units) 

Vel) = g(1 - e-X2
) (21) 

with the composition-saturation property Ua + 11) = 
V(;) + U(11) - g-lUa)U(11). A first approximation 
to the positive spherically symmetric particlelike 
solutions to Eq. (2) with (21) is given by Eq. (17) 
where,u2 = tg(l - e-a2

), condition (18) implying that 
the solutions are obtainable for w 2 [= tg( 5 + e-a2

)] 

such that g > w 2 > tg. 
That U'(X2) be nonincreasing and not identically 

constant as X2 increases from zero apears to be the 
simplest general requirement on the self-interaction 
energy density sufficient to guarantee the existence of 

. spatially localized singularity-free particlelike solu
tions to Eq. (2). However, the latter requirement is 
by no means necessary for the existence of particle
like solutions, and one can easily find nonnegative 
piecewise CI U(X2) of a more complicated character. 
which also admit particlelike solutions. One obvious 
example is provided by the form (expressed in con
venient physical units) 

Vel) = {m~x2, lSI, (22) 
m~l - g(ixi - 1), X2 Z 1, 

where g is a positive constant; particlelike solutions 
to Eq. (2) with (22), obtainable if w2 is such that 
mg > w 2 > (m~ - g/4), are given exactly by 

(23) 

Ixl Z K/,u, 

(24) 

where ,u2 == mg - w2 and K is the positive root of the 
equation (1 + K-I)(I - e-2K

) = 2 - (4,u2/g). It would 
appear to be very difficult to establish conditions that 

are both necessary and sufficient on a generic non
negative piecewise CI U(X2) for the existence of 
particlelike solutions to Eq. (2). 

APPENDIX A 

It should be remarked that the finiteness of U'(O) 
is not necessary for the existence of a particlelike 
solution, but rather imposed here as a desirable 
physical property of the self-interaction energy 
density. An example of a real continuous nonnegative 
piecewise CI self-interaction density with U'(O) = 00 

admitting particlelike solutions is provided by 

V(X2) = {g/In ([2), / s 1, 
0, X2 Z 1, 

where g is a positive constant and convenient physical 
units are employed. Associated particlelike solutions 
to Eq. (2), with 

U'(/) = I g[ -1 + In (X-
2
)], lSI, 

t 0, lz 1, 
take the form 

X = exp 1 - - - --
( 

(tJ2 g IXI2) 
2g 2 

for all finite positive 0)2 Z 2g. 

APPENDIX B 

Equation (2) is satisfied about x = 0 and asymp
totically as Ixl -->- 00 by either first approximation (9) 
or (I7). A third alternative first approximation to the 
particlelike solutions, generally in close correspond
ence with the latter two forms for ,u Ixl z 1, is given 
by 

Xl = 6al(lxl), 

,u2 f e-Il /x -
y/ 

l(lx/) == - -- d3y 
477" IYI~r/IL Ix - yl 

{ 

(
1 - 5 sinh,u Ix I) Ixl < T/ 

= 6,u Ixl ' _,u. 

e-p /xl 
(!T2 -H) -- , Ixl z T/,u, 

,u Ixl 
where ,u2 == i[U'(O) - U'(a2)], T '" 0.732 is the posi
tive real root of the equation (I + T)e-r = t and 0)2 

is again related to a by Eq. (18); we obtain this third 
alternative first approximation by evoking Eq. (13) 
and the simple zeroth approximation 

XO = {
a. Ixl S T/f-l, 

0, Ixl Z T/f-l. 
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It is shown that spatially localized singularity-free particlelike solutions exist for Lorentz-covariant 
complex scalar field theories with minimal gauge-invariant electromagnetic coupling, a positive-definite 
energy density, and suitably prescribed nonlinear self-interaction. Such a theory provides a perfectly 
consistent structural model on the classical level for a charged elementary particle of finite positive energy. 

Although there have been many attempts to 
formulate a classical field theory for the structure of 
a charged elementary particle,l none of the proposed 
Lorentz-invariant local field theories has featured 
minimal gauge-invariant electromagnetic coupling, a 
positive-definite energy density, and singularity
free particlelike solutions of finite energy. As observed 
previously by several authors, a divergence-free 
quantum field theory for a charged elementary 
particle may follow from a Lorentz-invariant local 
classical field theory with minimal gauge-invariance, 
positive-definite energy, and singularity-free particle
like solutions. Our purpose in the present paper is to 
exhibit a generic classical field theory which possesses 
all of these desirable physical features. 

We consider a field theory associated with a 
Lorentz-invariant and gauge-invariant Lagrangian 
density of the form 2 

L = -(a~1p* - iEa~1p*)(a)J1p + iEa)J1p) - U - tf'''!)J''' 
(1) 

where 1p is a complex charge-carrying scalar field, 
a)J is the real electromagnetic four-potential, U = 
U(I1p12) (2': 0) is a generic nonnegative self-interaction 
energy density, and.i;,v = ava)J - a)Jav is the electro
magnetic-field tensor; physical units are such that Ii 
and c equal unity, so we have E2j47T ""' ih with lEI 
the fundamental unit of electric charge. A positive
definite canonical energy density follows from (1),3 

E = (ao1p* - iEao1p*)(ao1p + iEao1p) 

+ (ak 1p* - iEak 1p*)(ak 1p + iEak 1p) + U 

+ !fOJOk + Hjkj~k' (2) 
* Work supported by a National Science Foundation grant. 
1 M. Born and L. Infeld, Proc. Roy. Soc. (London) A144, 425 

(1934); N. Rosen, Phys. Rev. 55,94 (\939); A. C. Menius, Jr. and 
N. Rosen, Phys. Rev. 62, 436 (1942); R. J. Finkelstein, Phys. Rev. 
75, 1079 (1949); R. Finkelstein, R. LeLevier, and M. Ruderman, 
Phys. Rev. 83, 326 (1951); P. A. M. Dirac, Proc. Roy. Soc. (London) 
A257, 32 (1960); c. Gilbert, Proc. Phys. Soc. (London) 83, lSI 
(1964); M. Wakano, Progr. Theoret. Phys. (Kyoto) 35,1117 (1966). 

2 Tensor indices run 0, I, 2, 3, the Minkowski metric which raises 
indices has signature +2, and the summation convention is under
stood here. 

3 See, for example: G. Wentzel, Quantum Theory of Fields (lnter
science Publishers, Inc., New York, 1949), pp. 66-69. 

while the field eq uations are 

(a~ + iEa)J)(aJ.l + iEa~)1p - U'1p = 0, (3) 

aJ~\' - iE(1paJ.l1p* - 1p*a~1p) - 2E2a ll 1p*1p = 0. (4) 

Despite the positive-definite character of the energy 
density (2) with U 2': ° and the absence of any patently 
negative "binding energy," the field eq uations (3) and 
(4) admit spatially localized singularity-free particle
like solutions of finite energy for a suitably prescribed 
nonnegative self-interaction energy density, as shown 
by the analysis which follows. 

By putting 1p = xe-iOJXO with X a real function of 
x = (Xl' X2' X3) alone, w a real constant, and a~ = 
(1),0,0,0) with 1> a function ofx alone, the Lagrangian 
density (1) reduces to 

L = (w - E1»2X2 - IVxl2 - U(X2) + t IV1>1 2, (5) 

and the field equations (3) and (4) simplify to 

y2X + «(I) - E1»2X - U'(X2)X = 0, (6) 

y21> + 2E(W - €1>)x2 = 0. (7) 

Since the latter field equations follow consistently 
from the variational principle 

oJ £:d
3x = 0, (8) 

with £: the constrained Lagrangian density (5), we have 
the pseudovirial theorem4 producing the global 
condition 

J [3(w - E1»2X2 - IVxI2 - 3U(X2) + t IV1>12]d3x = ° 
(9) 

for a spatially localized singularity-free solution such 
that 

3 

lim [lxl2" x(x)] = 0, lim [Ixl! 1>(x)] = 0, (10) 
Ixl~C() Ixl ~a: 

and with U(X2) of the order X2 as X2 -->-- O. On the other 
hand, the field equations (6) and (7) produce the 

4 G. Rosen, J. Math. Phys. 7, 2066 (1966). 
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integral conditions 

J [-IVxI 2 + «(I) - Erp)2l-lV'(X2)]d3x = 0, (11) 

J [-t IVrpl2 + Erp(W - Erp)l]d
3
x = ° (12) 

for a singularity-free solution localized in space 
according to Eqs. (10). It follows from Eq. (12) that 
(I) cannot vanish, excluding a purely static solution, 
and that the quantity f ErpX 2d3x must have the same 
sign as w. By subtracting 1 of Eq. (9) from Eq. (11), 
we obtain 

J[-i IVxI2 - t IVrpl2 + vCl) - x2v'cl)]d
3
x = 0, 

(13) 
a relation which implies that 

J[V(l) - x2U'(l)]d
3
x > ° 

and hence that 

(14) 

(15) 

for some X2, is necessary for the existence of such a 
solution:' A useful global necessary condition for the 
existence of a particlelike solution is derived by using 
Eqs. (11) and (12) to eliminate the gradient terms in 
Eq. (9), 

f [(2w - Erp)(W - ECMl- 3 u(l) + X2U'(x2)]d3x = 0. 

(16) 

By employing Eqs. (2), (II), (12), and (16), the total 
energy associated with a particlelike solution is ex-
pressed as . 

E == f f; d3
x 

= f [(w - Erp)2X2 + IVxl2 + U(X2
) + t IVrpl2]d3x 

= f [4U(l) - 2x2U'Cl»)d3x. (17) 

The total charge associated with a particlelike solution 
follows immediately from Eq. (7) as 

Q == lim [41T Ixl rp(x») = 2Efew - Erp)ld3x. (18) 
Ixl-+ 00 

Now by application of well-known general theo-

• It can be shown that Eq. (15) is necessary for the existence of any 
spatially localized and temporally periodic, singularity-free, particle
like ~olution derived from the more general reduced Lagrangian 
denSIty 

C = I ao'P + iE'PI" - IV'PI" - u + ! IV"'I"· 
For the method of proof, see: G. Rosen, J. Math. Phys. 7, 2071 
(1966). 

rems,S it follows that the solution functions X = 
x(x; E) and rp = rp(x; E) are analytic in E about E = ° 
for a singularity-free solution to Eqs. (6) and (7).7 
Hence, let us regard the small quantity E as a pertur
bation parameter and suppose that Iwl is large 
compared to the maximum value of IErpl. Then by 
substituting the perturbative expansions 

x = X(O) + E2
X(2) + O(E4), (19) 

rp = Erp(1) + O( E3) (20) 

into Eqs. (6) and (7) and equating to zero coefficients 
of powers of E, we find a series of simpler equations 
to be solved in succession, the first three equations in 
the series being 

(21) 

V2rp(l) + 2wX~0) = 0, (22) 

['11 2 + w2 
- U'(X~O» - 2X~o) U"(X~O»]X(2) = 20)X(o)rp{l)' 

(23) 

Equation (21) has been encountered and studied 
previously in the context of self-interacting complex 
scalar field theories without electric charge and electro
magnetic coupling.s The observation has been made 
that condition (15) is satisfied strongly if V' (X2) is 
nonincreasing and not identically constant as X2 in
creases from zero, and it has been shown that Eq. 
(21) admits singularity-free spatially localized parti
clelike solutions for such a V'(X2) [and also for certain 
V'eX2) of a more complicated character). Obtainable 
by means of an iterative approximation procedure 
(but not generally expressible in closed form), the 
positive spherically symmetric particlelike solutions 
to Eq. (21) are parametrized completely by 0)2, free 
to range continuously over a certain open interval 
with (1)2 < V'(O).9 This one-parameter dependency of 
spherically symmetric X(O)(x) = x(O)(lxi) solutions to 
Eq. (21) is communicated to the singularity-free 
(necessarily spherically symmetric) solutions to Eq. 
(22), 

rp!l) = 2w (2.. (/x/ r + (OC)x(O)(r)2r dr, 
Ixl Jo )/x/ 

(24) 

parametrized completely by w. For a certain value 
of 0) we may have charge consistency of the particle
like solution, that is, asymptotic convergence of rp 
to the Coulomb law E/41T Ixl for a charge E, so that 

• For example, see: E. Kamke, Differentialgleichungen LiJsungs
methoden und LiJsungen (Akademische VerJagsgesellschaft, Leipzig, 
1944), pp. 62ff., 102ff., 137ff., and 213ff. 

7 See Appendix A. 
8 G. Rosen, J. Math. Phys. 9, 996 (1968). 
• See Appendix B. 
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Eq. (18) produces Q = E. By solving the equation 

lim [477 Ixl1>([)(x)] = I, (25) 

we obtain a first approximation to the discrete value 
or values of 0) for charge consistency, a second 
approximation to order E2 being obtained by solving 
the equation 

2 I [OJ(X~()I + 2E2X(OIX121) - E2X~OI1>I1I]d3X = I. (26) 

The solution ;:(121 to the linear inhomogeneous equa
tion (23) appears in Eq. (26) and is also needed to 
compute the total energy to order E2, 

E = [{[4U(X7ol) - 2X70IU'(X~ol)] 
• 4 2[ U'( 2) ,2 U"( 2 )], , 1 (3 + O( 4) + f XIOI - XIOI X(OI XIOIXUI J{ X E, 

(27) 

which follows from the final member in Eq. (17). Also 
note that Eq. (18) can be used to write the total energy 
(17) as 

E OJQ I[ 2 2 2",2 2 = - + -('J X + E 'f' X 
E 

+ IVxl2 + U(l) + ~ IV1>1 2]£i3x . 

Then with Q = E and (oj determined by Eq. (26), we 
find 

E = OJ + I [U(X~OI) - X~OI U'(X~OI) 
+ E

2
0JX7011>IJI]d3x + O(E4

), 

by recalling Eqs. (19)-(22). 
The nature of particlelike solutions to Eqs. (21 )-(23) 

can be illuminated semiqualitatively for generic 
piecewise C2 nonnegative U(X2) with U'(X2) non
increasing for X2 ~ a:2

, not identically constant for 
;:(2 ~ a:2 , and such that [U'(O) - U'(;:(2)] is greater 
than [U'(O) - U'(a:2)](X/a:)2 for some X2 ~ a:2• First 
we evoke the approximate general spherically sym
metric particlelike solution to Eq. (21 )8, 

a: tanh f.l Ixl 
X(oI :::::' , (28) 

f.l Ixl cosh f.llxl 

where /,2 == UU'(O) - U'(a:2)] and 

(U2 = H5U'(0) + U'(a:2)], (29) 

the latter condition fixing the real constant a: for a 
prescribed admissible value of UJ. Next, we use Eq. 
(28) to obtain the singularity-free solution to (22) in 
terms of a quadrature, 

2nJ7.
21Cf) ell' 

1>111 ~ --3 (tanh W)3 ---:;- . 
3f.l Ixl r-

(30) 

Finally, by putting Eqs. (28) and (30) into Eq. (23), 

we approximate the singularity-free solution as 

~ _ 2u}a:
3 

sinh-
1 

v Ixl (31) 
XI21=, , 

3f.l') Ixl cosh f.l Ixl 

where v is the real positive root of the equation 

1'3 + [4f.l2 + 2a:2U"(a:2)]1' - 2Af.l3 = 0, 

the numerical constant A == J: (tanh ).)3).-2 d).. Ap
plied to Eq. (30), the charge consistency condition 
(25) produces the approximate relation 

(32) 

which in combination with Eq. (29) yields a pair (or 
pairs) of discrete values for a: and (D. Thus, no undeter
mined constant of integration appears in a particlelike 
solution satisfying the charge consistency condition. It 
is evident that a field theory based on the Lagrangian 
density (1) with suitably prescribed nonlinear self
interaction leads to an unambiguous structural model 
on the classical level for a charged elementary particle 
of finite positive energy. 

APPENDIX A 

No claim of analyticity in E about E = 0 for X and 
1> could be made if U(X2) were to exhibit a general 
analytic dependency on E. As an academic example 
of a nonnegative E-dependent self-interaction energy 
density which is analytic in E about E = 0 and admits 
singularity-free particlelike solutions which are not 
analytic in E about E = 0, we mention the form 

{

4mm Ixl~ - ~ Ixi + Ixlt - In (I + Ixlt)] 

32E2 
U(X2) = + 9 (lxl 3 

- 3l) for Ixl ~ 1, 

piecewise C2 and positive for Ixl ~ 1, 

where mo is a posItIve constant and a convenient 
physical length unit is employed, the positivity of such 
a U(X2) effected by req uiring 

m~ > 332_(5 - 6 In 2)-lE2
• 

With 

U'(X2) = 111~(1 + Ixltr1 + 1~E2 (ixi - 4X2) 

for Ixi ~ 1, the spherically symmetric particlelike 
solution to the coupled nonlinear equations (6) and 
(7) is obtainable in closed form for the case w = mo 
and expressed exactly by 

X=(I+~rl [~==8;2IXIJ 
1110 1 1 1 1 

1> = - {I - [\ + ~- - (~- + ~-2)2]2}. 
E 
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T~e latter solution function is not analytic in E about 
E = 0, for it gives 

lim [E1>(X; E)] = (I - 1/~2)mo. 
(-0 

APPENDIX B 

Certain nonnegative U(X2) admit a particlelike 
solution of finite total energy for the critical case 
(1)2 = U'(O), but generally such a particlelike solution 
is not stable with respect to the perturbation method 
described here, in the sense that it does not admit a 
perturbed particlelike solution of finite total energy. 
As an example, consider a self-interaction energy 
density of the form 

U( 2) = {m~x2 + g IxI
3 

- AX4 for Ixl:S; 3gjA, 
X piecewise C2 and positive for Ixl ~ 3gjA, 

where mo (> ~6 gA-~), g, and A are positive constants. 
By substituting the derivative of this self-interaction 

JOURNAL OF MATHEMATICAL PHYSICS 

density into Eq. (21) and taking (1)2 = m~, we have 

V2X(OI - ig IX(oll X(oI + 2AxTol = 0 

for IX(od :s; 3gjA. The spherically symmetric particle
like solution to the latter equation and the associated 
singularity-free solution to Eq. (22) are given exactly 

by 
_ 3 2 .!:-. ( 

1 )-1 
X(OI - 4g Ixl + 3g , 

1>(1) = ± (8m!) Ixl-1 tan-1 (igA-i lxI), 
3gA 

where the sign is that of (I) = ±mo. By putting the 
latter expressions into Eq. (23), it follows that X(2) is 
asymptotic to =f87Tm~j9Aig2Ixl as Ixl-+ 00, and hence 
the energy term 

J (l)2X2d3X ~ J (l)2(x101 + 2E2X(0IX(21)d3x 

and the total perturbed energy Eq. (27) are logarith
mically divergent quantities. 
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We establish a variational expression involving the S-wave phase shift and bound-state parameters 
and the potential, which appears particularly suited to evince from the S-wave-scattering data information 
(i.e., bounds or variational approximations) on the potential. An application of this approach to solvable 
potentials yields a number of inequalities involving special functions. 

1. INTRODUCTION 

This paper is the second one of a series devoted to 
the derivation of explicit relationships between the 
parameters which describe .a scattering process and 
the interaction which causes it. In the first paper we 
derived expressions for the values of the potential and 
of its derivative at the origin in terms of the S-wave 
phase shift and bound-state parameters.1 In this paper 
we establish a variational expression involving the 

* Supported by a fellowship of the Consejo Nacional de Inves
tigaciones Cientificas y Tecnicas, Argentina; on leave from lnstituto 
de Matematica, Astronomia y Fisica, Cordoba, Argentina. 

t Supported by a CNR fellowship for 1967. 
1 F. Calogero and A. Degasperis, J. Math. Phys. 9,90 (1968); 

hereafter referred to as I. 

S-wave phase shift and bound state parameters, the 
potential, and a trial function. The simplest choice of 
this function yields the simple lower bound on the 
Laplace transform of the potential 

fOO I f+oo k2 

dr V(r)e-2 )JT> =- dk -2--2 [\ - If(k)I-2
], 

o 7T -00 k + p 

p ~ 0, (Ll) 

where the "spectral function" If(k)I-2 is given, in terms 
of the S-wave phase shift 'f}(k), by the explicit formula 

If(k)I-2 = exp [~ P ('" dq qr;(q) J. (1.2) 
7T Jo q2 _ k2 
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These equations apply to the case without bound 
states; their generalization to the case with bound 
states is given below. As in I, in this paper the con
sideration is restricted to holomorphic potentials. 

The derivation of the variational formula is given 
in Sec. 2; it is based on the expression, first given by 
BeIIman,2 of the solution of a differential equation 
(belonging to a certain class) through a maximum 
principle. This same mathematical trick had been 
previously used to obtain variational expressions and 
bounds for the phase shift in terms of the potential. 3 

It should be emphasized that the variational and 
maximum principles for the phase shift just mentioned, 
as any other variational formula for the scattering 
phase shift,4 also qualify as exact variational expres
sions involving the measured scattering parameters, 
the potential, and a trial function. However, the 
formulas which we derive below appear much more 
appropriate than those, for the purpose of deriving 
information on the potential from the knowledge of 
the phase shift. In fact, the expression we derive comes 
somewhat closer to the goal of writing a variational 
expression suitable for the direct transfer of informa
tion from the scattering phase shift to the interaction, 
than any previously obtained.5 

In Sec. 3 we apply the results to a few cases of 
exactly solvable potentials, thereby obtaining non
trivial variational expressions and bounds for certain 
special functions of mathematical physics. 

Although throughout we draw on the conclusions 
and the notation of I, we have reported in this paper 
all the results we use, so as to make the presentation 
self-contained. Units are such that Ii = 2m = 1. 

2. DERIVATION OF THE VARIATIONAL 
EXPRESSION 

Letf(k, r) be the Jost solution of the S-wave radial 
Schrodinger equation 

f"(k, r) + [k2 - V(r)]f(k, r) = 0, (2.1) 

2 R. E. Bellman, Proc. Natl. Acad. Sci. U.S. 41, 743 (1955); 
R. E. Kalaba, J. Math. Mech. 8, 519 (1959); F. Calogero, J. Math. 
Phys. 4, 427 (1963); R. E. Bellman and R. E. Kalaba, Quasilineariza
tion and Nonlinear Boundary- Value Problems (Elsevier Pub!. Co., 
New York, 1965). 

3 F. Calogero, Nuovo Cimento 27, 261 (1963); 27, 947 (1963); 
28, 320 (1963); Variable Phase Approach to Potential Scattering 
(Academic Press Inc., New York, 1967), Chaps. 9 and 14 and 
Appendix II. 

• Such variational expressions, originally introduced by L. 
Hulthen and J. Schwinger, are now discussed in most textbooks on 
scattering theory. See, for instance, T. Y. Wu and T. Ohmura, 
Quantum Theory of Scattering (Prentice-Hall, Inc., Englewood 
Cliffs, N. J., 1962); M. L. Goldberger and K. M. Watson, Collision 
Theory (John Wiley & Sons, Inc., 'New York, 1964); R. G. Newton, 
Scattering Theory of Waves and Particles, McGraw-Hili Book 
Co., New York, 1965). 

• T. Ohmura, Progr. Theoret. Phys. (Kyoto) 16,231 (1956). 

namely, that solution of this equation characterized 
by the asymptotic boundary condition 

lim [eik'f(k, r)] = 1. (2.2) 

The potential VCr) is by assumption holomorphic for 
real nonnegative r, and vanishes asymptotically 
faster than the first inverse power of r. 

Define the function g(k, r) through 

g(k, r) = ik + f'(k, r)/f(k, r), (2.3) 

which implies 

g'(k, r) = VCr) + 2ikg(k, r) - g2(k, r) (2.4) 
and 

g(k, (0) = 0, (2.5) 
and set 

g(k) = g(k, 0). (2.6) 

We know from I that the function 

n 

is holomorphic in the lower half k plane, and that it 
is given there and on the real axis by the formulaS 

g(k) = =- dq q . [l - If(q)I-2
]. 1 J'+oc 

71' -00 q - k + IE 
(2.8) 

The parameters en and En are, respectively, the 
(positive) normalization coefficients 7 and negative 
binding energies of the S-wave bound states associated 
with the potential V(r); the "spectral function" 
If(k)I-2 is given, in terms of the S-wave phase shift 
'f/(k) and the binding energies En, by the formula 

If(k)I-2 = [ IJ (1 - k-2En)-Z] 

x exp[~proodq~'f/(q)J. (2.9) 
71' Jo q - k 

In particular, for 

k = -ip, 

we get from Eq. (2.8) 

p > 0, 

g( -ip) = - dq 2 q 2 [1 - If(q)I- 2
). 

-lJ+OO 2 

71' -'X) q + P 

(2.10) 

(2.11) 

To obtain this equation we have used the fact that 

6 This formula follows trivially from Eqs. (2.22)-(2.24) of l. 
7 The bound-state normalization coefficient CO' is defined by 

C;;' = (00 dr<p2(En • r), 
.0 

where <p(En , r) is the radial wavefunctlOn of the bound state with 
energy En' normalized by the condition at the origin <p'(En' 0) = I. 



                                                                                                                                    

1004 CALOGERO, CORBELLA, DEGASPERIS, AND DE STEFANO 

I/(q)1 is an even function of q. Note that this equation 
implies that g( -ip), and therefore also g( -p), is real. 

In fact, setting k = -ip in Eq. (2.4), we obtain 

g'( -p, r) = VCr) + 2pg( -ip, r) - g2( -ip, r), 

(2.12) 

which, together with Eq. (2.S), implies the reality of 
g( -p, r). On the other hand it is easily seen that 
g( -ip, r) is a continuous function of r on the positive 
real axis, provided p is so large that _p2 is smaller 
than the (negative) energies of all S-wave bound 
states, 

(2.13) 

In fact, the singularities of g( -ip, r) might arise only 
from the zeros of the function I( -ip, r), which is by 
definition that solution of the radial Schrodinger 
equation behaving asymptotically as exp (-pr), and 
therefore it has no zeros on the positive real axis if 
p2 is large, the first zero occurring, as p2 is decreased, 
at r = 0 just at the value p2 = -£1' where £1 is the 
energy of the lowest S-wave bound state. Of course 
if there are no S-wave bound states, g( -ip, r) is a 
continuous function of r, on the positive real axis, for 
all positive values of p. 

We are therefore entitled to solve the differential 
equation (2.12) by Bellmann's maximum principle,2 
writing 

g( -ip, r) = m;x {- f'dS[V(S) + W2(p, s)] 

X exp [2 fdt[P - w(p, t)]]}, (2.14) 

which implies 

g(-ip);;::: -loodr[V(r) + W2(p, r)] 

X exp [-2pr + 2 J:dS w(p, S)} (2.1 Sa) 

or, equivalently 

If) drV(r) exp [ -2pr + 2 J:dS w(p, S)] 

;;::: _ g( _ ip) - [00 dr W2(p, r) 
.0 

X exp [ -2pr + 2 fdS w(p, S)} (2.1Sb) 

The equality sign in these equations corresponds to 
the optimal choice for the trial function 

w(p, r) = wollt(P, r) == g( -ip, r). (2.16) 

From these equations and Eqs. (2.11) and (2.7) we 

obtain our final result: 

lW dr VCr) exp [ -2pr + 2 fdS w(p, S)] 

1 (+00 
;;::: -:;;: J-oo dq l(q2 + ly-1(1 - If(q)I-2

] 

- Z C,,(p2 + £n)-l - (00 dr W2(p, r) 
n Jo 

x exp [ -2pr + 2 f:dS w(p, S)} (2.17) 

with I/(q)I-2 defined by Eq. (2.9). This inequality 
holds for all the nonnegative values of p consistent 
with the inequality (2.13); of course, if there are bound 
states, as _p2 approaches the energy of the lowest 
bound state, the inequality becomes less and less 
stringent. But in any case whenever the trial function, 
which must always be a continuous function of r, 
happens to coincide with the optimal-choice equation 
(2.16), then the equality sign prevails in these equa
tions. 

It is in fact easily seen that, substituting in this 
equation in place of w(p, s) the optimal-choice 
equation (2.16), and performing an asymptotic 
expansion in p, one re-obtains the results of I. 

The choice 
w(p, r) = w(P) < p (2.18) 

yields the explicit lower bound for the Laplace 
transform of the potential 

Sow dr V(r)e- 2[v-w(jJ)]r 

> ! L+oooo dq q2(q2 + p2y-1[1 - If(q)I-2] 

- Z CnCp2 + £,,)-1 - tw2(p)(p - W(p)y-1. (2.19) 
n 

The special choice w(P) = 0 yields, in the case without 
bound states, Eq. (l.l). 

3. EXAMPLES 

In this section we report some results which obtain 
from a straightforward application of the conclusions 
of the previous section to potentials such that the 
corresponding radial Schrodinger equation may be 
solved in terms of standard special functions,S so that 
the function g( -p) may be evaluated in closed form. 
In this manner we obtain, from Eq. (2.ISa), nontrivial 
expressions and bounds involving special functions. 
A more systematic exploitation of this technique to 
obtain results for special functions is, however, 
beyond the scope of the research reported in this 
paper. 

8 A. K. Bose, Phys. Letters 7,245 (1963). 
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To the potential 

VCr) = VIe-l'r + V2e-21'r (3.1) 

there corresponds the Jost solution 

f(k, 1') = exp [- ikr - Vtfl-Ie-I'r]<!>ae + A, e; ze-I'r), 

(3.2) 

where <!> is the confluent hypergeometric function9 and 

A = l VI v2ifl-I, (3.3a) 

e = 1 + 2ikfl-\ (3.3b) 

z = 2Vtfl-I. (3.3c) 

A sufficient condition to exclude the presence of 
bound states is the Bargmann rulelo 

LX'dr rVer) ~ -1, 

which becomes in this case 

(3.4) 

VI + t V2 ~ - fl2. (3.5) 

A straightforward application of the results of the 
previous section yields the formula 

Z<!>'ae+A,e;z) z 

<!>(le + A, e; z) 2 

::::;; LX'dx[Aze-CX + tz 2e-(C+1)'" + w2(x)e-(C-I)"'] 

X eXP [2l"'dY W(Y)} (3.6) 

Sufficient conditions for the validity of this formula 
are 

e ~ 1 (3.7a) 
and 

ZA + -h-z2 ~ -1. (3.7b) 

While e must be real, z and A may be either both real 
or both imaginaryY The first condition arises, 
through Eq. (3.3b), from the requirement that p be 
positive, Eq. (2.10); the second condition, through 
Eqs. (3.3a) and (3.3c), from the requirement that no 
bound states be present, Eq. (3.5). Of course these are 
not the most stringent conditions for the validity 
of Eq. (3.6). The equality sign in this equation applies 
provided 

() 
- ze-"'<!>'[ie + A, e; ze-"'] 1 -'" ( ) 

w x = + 2ze, 3.8 
<!>[le + A, e; ze"'-] 

• For all special functions we adopt the notation of Higher 
Transcendental Functions, A. Erdelyi, Ed. (McGraw-Hill Book Co., 
New York, 1953). 

10 V. Bargmann, Proc. Natl. Acad. Sci. U.S. 38, 961 (1952). 
11 In fact, it is easily seen that the left-hand side of Eq. (3.6) is real 

even if z and A are imaginary, since by the Kummer transformation 
it may be written in the form 

z[<I>'(!c + A, c; z) _ <I>'(!c - A, c; -z)] 
<I>(!C+A,C;z) <I>(!c-Je,c;-z)' 

and from this formula one may also conclude that a 
less stringent condition for the validity of Eq. (3.6) 
(besides the requirement that e be real and A and z be 
either both real or both imaginary), is that the values 
of e, A, and z be such that the function <!>[!e + A, 
e; zy] does not vanish for 0 < y ::::;; 1. On the other 
hand the choice 

w(X) = w < He - 1) 

yields the simple bound 

z<!>'ae + A, e; z) z 

<!>(le + A, e; z) 2 

::::;; Az(e - 2W)-I + tz\e + 1 - 2W)-I 

+ w2(e - 1 - 2W)-I. (3.9) 

Choosing for w a convenient dependence on z and 
integrating over z, one may obtain from this equation 
an upper bound for the confluent hypergeometric 
function itself, provided of course the validity of the 
two conditions (3.7) is maintained throughout the 
integration. 

The particularly simple choice w = 0, which corre
sponds to the bound of Eq. (Ll), yields 

z<!>'ae + A, e; z) z AZ 1 Z2 
--'--=------'-----'-----'---~ - - < - + - --. (3.10) 
<!>(le + A, e; z) 2 - e 4 e + 1 

A check of the stringency of this inequality is partic
ularly easy in the case 

A = ie, (3.11) 

because then the confluent hypergeometric function 
becomes an exponential, and Eq. (3.10) becomes 
simply 

(3.12) 

whose validity is implied by Eq. (3.7a) and the fact 
that z must be real, since A is real. 

In the special case A = 0 the confluent hypergeo
metric function reduces to a Bessel function and Eq. 
(3.6) may be written in the form 

X exp [2!o"'dYW(Y)} (3.13) 

sufficient conditions for the validity of this inequality 
being that 'V be real and nonnegative and that z be 
either pure imaginary with Izl < 4 or be real. 

A more general example is provided by the potential 

VCr) = VI(1 - gel'r)-I + V2(1 - gel'r)-2, (3.14) 

which depends on three (dimensionless) parameters 
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rather than two. We exclude in the following the 
values 

o ~ g ~ 1, (3.15) 

To obtain more explicit bounds we have inserted in 
Eq. (3.19) the two trial functions 

w(x) = w < He - 1) (3.22a) 
to guarantee its regularity. A sufficient condition to and 
exclude that this potential possesses bound states is w(x) = wz(x _ Z)-I, (3.22b) 

o > g VI ~ VI + V2; (3.16) obtaining, respectively, 
in fact this condition guarantees that the potential be 
everywhere repulsive (positive). 

To this potential there corresponds the Jost solution 

f(k, r) = e-ikr(l - g-le-I'ry+~ 

where 

X F(!e + p + cr, !e + p - cr, e; g-le-I'T), 

(3.17) 

p = i(1 + 4V2/i-2)t, 
cr = /i-leVI + V2 - k2)!, 

e = 1 + 2ik/i-\ 

(3.18a) 

(3.18b) 

(3.18c) 

and F is the hypergeometric function. 9 

A straightforward application of the technique of 
Sec. 2 yields the following inequality: 

zF'(ie + p + cr, ie + p - cr; e; z) 

F(!e + p + cr, ie + p - cr, e; z) 

~ H2p + l)z(1 - Z)-1 

+ fXl dx{Ue(1 - ie) + cr2 
- p2]Z(Z - X)-l 

+ (p - !)(p + i)z2(z - X)-2 + w2(x)}x- C 

X exp [2f'dyy- 1w(y)} (3.19) 

In this inequality, and always in the following, e and 
z are real, while p and cr may be either real or imag
inary. Conditions sufficient for the validity of Eq. 
(3.19) are 

e ~ 1, (3.20a) 

z ~ 1, (3.20b) 

z-l lie(l - te) + cr2 - p2] < 0, (3.20c) 

cr2 - He - 1)2 ~ z-1[le(I - ie) + cr2 _ p2]. 

(3.20d) 

The equality sign prevails in Eq. (3.19) provided 

w(x) = wopt(x) 

== H2p + l)z(x - zr1 

- (zlx)F'(ie + p + cr, ie + p - cr, e; zlx)1 

F(ie + p + cr, ie + p - cr, e; z/x). (3.21) 

From this equation one may infer that the less 
stringent requirement for the validity of Eq. (3.19), 
which replaces Eqs. (3.20c, d), is the condition that 
p and cr be such that F(ie + p + cr, ie + p - cr, e;y) 
has no zeros for y ~ I. 

zF'(!e + p + cr, ie + p - cr, e; z)1 

FUe + p + cr, ie + p - cr, e; z) 

~ H2p + 1)2z(1 - Z)-1 + He - 1 - (J)2 

- z{({J + 1)-I[te(l - te) + cr2 _ p2] 

+ (p - i)(p + !)}F(1, {J + 1, (J + 2, z), (3.23a) 

with {J = e- I - 2w arbitrary except for the require
ment 

(J>O (3.24) 
and 

zF'(!e + p + cr, te + p - cr, e; z)/ 

F(ie + p + cr, te + p - cr, e; z) 

~ -z(1 - z)-1[(2w - 1)-\p2 + w2 
- !) - H2p + 1)] 

+ z(l - Z)-2W{[(!C + p)2 - cr2]C1 - H2p + 1) 

+ (2w - 1)-I(p2 + w2 - t) }F(1 - 2w, e, e + 1; z), 

(3.23b) 
where w is arbitrary (of course real). 

This last formula takes a particularly simple form 
if in the right-hand side we set 

w = -te, (3.25) 

because one may then use the simple formula9 

F(e, e + 1, e + 1; z) = (1 - z)-C (3.26) 

to obtain 

zF'(!e + p + cr,!c + p - cr, c; z)/ 

FUc + p + cr, te + p - cr, e; z) 

~ zc-1[(te + p)2 _ cr2] + z2(1 _ Z)-1 

X {[p2 - ! + !c2](e + 1)-1 + i(2p + I)}. (3.27) 

A test of the accuracy of this bound may be made in 
the case 

p - cr = ie, (3.28) 
when it becomes 

which is of course consistent with the conditions 
(3.20a) and (3.20b). 
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A unified exposition of the weak-graph method for obtaining formal series expansions for lattice 
statistical problems is presented. The prototype of this method is the derivation of the hyperbolic
tangent high-temperature expansion for the spin-1 Ising model. Also, recent expansions of the monomer
dimer problem and various hydrogen-bonded problems have been treated by essentially the same method. 
In this paper the method is further illustrated by obtaining series expansions for the low-temperature 
spin-i Ising problem, the low-density hard-core lattice-gas problem, the high-temperature spin-l Ising 
problem, the k-color problem, and two new model problems, the ramrod model and a special ternary 
model. The weak-graph method enables one to obtain especially useful series expansions for a certain 
class of problems, including the spin-i Ising problem and the monomer-dimer problem, which have 
essentially a binary nature. 

1. GENERAL INTRODUCTION 

A. Background 

Formal series expansions have been very useful in 
statistical mechanics.1.2 Occasionally, they have 
revealed and clarified underlying principles, such as 
the duality principle of the two-dimensional spin-t 
Ising mode1.3 More important, they have provided 
systematic ways of obtaining the coefficients for the 
beginning portion of exact series for various physical 
quantities. These series are then extrapolated by one 
means or another to give estimates for quantities of 
interest.4 •5 

The method of deriving the formal series expansions 
for continuum systems has been quite well developed 
and formalized by Ursell, Mayer, Uhlenbeck, and 
others.5 •

7 Of course, any continuum method may also 
be applied to lattice systems as particular cases. 8- 10 

However, by taking into account the special features 
of lattice problems, it has often been possible to obtain 
formal series expansions which are less complicated 
than those obtained by the continuum method.1·11 

Various ways have been found for obtaining formal 
series expansions for various lattice problems. Some 

• Present address: Dept. of Phys., Carnegie-Mellon University, 
Pittsburgh, Pa. 15213. 

1 C. Domb, Advan. Phys. 9, 149 (1960). 
2 M. E. Fisher, Lectures in Theoretical PhysiCS (University of 

Colorado Press, Boulder, Colorado, 1965), Vol. VII c. 
3 G. F. Newell and E. W. Montroll, Rev. Mod. Phys. 25, 353 

(1953). 
4 C. Domb and M. F. Sykes, J. Math. Phys. 2, 63 (1961). 
5 G. A. Baker, Jr., Advan. Theoret. Phys. I, I (1965). 
6 G. E. Uhlenbeck and G. W. Ford, Studies Statistical Mech. I, 

119 (1962). 
7 J. E. Mayer and M. G. Mayer, Statistical Mechanics (John 

Wiley & Sons, Inc., New York, 1940). 
8 S. Katsura, Progr. Theoret. Phys. (Kyoto) 20,192 (1958). 
9 G. S. Rushbrooke, H. I. Scoins, and A. J. Wakefield, Discus

sions Faraday Soc. 15, 57 (1953). 
10 G. S. Rushbrooke and H. I. Scoins, Proc. Roy. Soc. (London) 

230, 74 (1955). 
11 J. F. Nagle, Phys. Rev. 152, 190 (1966). 

of these ways may be conveniently grouped together· 
and thought of as particular cases of one or other 
general method. One such method, which may be 
defined in a general way, will be called the direct 
method in this paper. A simple.example of the direct 
method is the low-temperature spin-! Ising expansion 
in powers of exp (-J/kT) which will be described 
in Sec. 2.12 The direct method is generally applicable 
when the first term in the expansion represents some 
ordered state and the higher terms represent simple 
perturbations from that ordered state. The procedure 
is to "look and see" how the perturbations may be 
represented graphically. 

Another method is called the finite-cluster meth
od.1. 13- 17 This method is based on the fact that a 
formal series expansion for thermodynamic quantities 
may always be written involving only graphs which 
are connected or star graphs, depending on the 
series in question. The first task is to compute the 
contribution or weight of each (connected or star) 
graph. The finite cluster method solves this through 
solving the actual problem on small finite clusters, 
i.e., graphs. Each new finite graph solution gives an 
additional relation among different graph weights. 
Thus, the weights may be deduced recursively by 
starting with the smallest cluster or graph and 
building up to more complex graphs. (Of course, 
when this is finished, one still must count the number 
of ways in which each graph may occur as a subgraph 
of the underlying lattice.) This is a very general method 
for finding the beginning portion of an exact series 

12 B. L. van der Waerden, Z. Physik 1I8, 473 (1941). 
13 C. Domb and D. W. Wood, Proc. Phys. Soc. (London) 86, I 

(1965). 
H G. S. Rushbrooke, J. Math. Phys. 5, 1106 (1964). 
15 G. A. Baker et al., Phys. Letters 20, 146 (1966). 
16 G. S. Joyce and R. G. Bowers, Proc. Phys. Soc. (London) 

88, 1053 (1966). 
17 J. W. Essam and M. F. Sykes, J. Math. Phys. 7,1573 (1966). 
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and is often all that is available for the more difficult 
problems. 

The first purpose of this paper is to call attention 
to another method for obtaining formal series 
expansions which is especially useful for the simpler 
lattice problems. This method will be called the weak
graph method. The prototype of the weak-graph 
method is the very fruitful hyperbolic-tangent ex
pansion for the spin-t Ising mode1.3 Other applica
tions of the method have been to the monomer-dimer 
problemll and to various simple hydrogen-bonded 
lattice prbblems.18 

Rather than give an unintelligible qualitative intro
duction to the weak-graph method at this point, let 
us proceed to review the familiar hyperbolic-tangent 
expansion in the next subsection. The formalization 
of the salient features of this expansion technique, 
which is accomplished in the last subsection of this 
extended introduction, provides a natural introduction 
to the weak-graph method. 

B. The Hyperbolic-Tangent Expansion for the 
Spin-t Ising Problem 

The partition function for the spin-t Ising problem 
may be written as 

Z(K, L) = I II [cosh K + a/I, sinh K] 
" edges 

N 

X II exp (aiL), (Ll)' 

8 
(a) ( b) (e) 

o 
o 
(d) 

FIG. 1. Examples of closed graphs with no vertices of degree one 
in which vertices of degree two are suppressed: (a) Star graph; (b) 
articulated graph; (c) graph with a bridge; (d) unconnected graph. 

subgraph G corresponding to T. Formally, 

w(G) = I (cosh K)qN/2 II aia i tanh K 
q ('dget-l in G 

N 

X II exp (aiL). (1.2) 
i=l 

Because each product aiai tanh K is factorable into 
a factor depending only on spin ai and a factor 
depending only on spin aJ , the cooperative summation 
I.,. may be performed independently for each spin ai 

and (1.2) becomes 
N 

w(G) = (cosh K)qS/2 II I aIi(tanh K)'i/ 2 exp (aiL), 
i=l ai=±l 

(1.3) 

where Si is the degree of vertex i in G, i.e., Si is the 
number of edges in G incident to the ith vertex. Each 
summation in (1.3) may be designated as w(i), which 
is easily seen to be 

w(i) = (tanh K)sd2(2 cosh L), 

= (tanh K)sd 2 (2 sinh L), 

if Si is an even integer, 

if Si is an odd integer. 

i~l Thus, 

where K = JjkT and L = HmjkT, q is the coordina
tion number of the underlying lattice Lq which has 
N vertices, and ai = ± I is the spin value of the ith 
vertex. The summation is over all 2'v combinations of 
spin values, the first product is over all edges ij in 
Lq , where vertices i and j are nearest neighbors and 
the second product is over all vertices in Lq • The 
multiple product in O.l) is expanded into its 2q

•
V/2 

terms. Each term T may be represented by a sub
graph G S; Lq according to the rule that the edge ij 
of Lq is contained in G if and only if the (aia i sinh K) 
part of the edge factor (cosh K + aia, sinh K) was 
used in forming T. 

Thus, the very form of (1.1) dictates that each 
subgraph G may be thought of as a collection of 
edges. In particular, isolated vertices, i.e., vertices 
of degree zero, are not allowed in G; otherwise no 
restrictions have been made on G. Such subgraphs 
are called weak graphs. 19 

The summation in (1.l) is performed for each 
term T. The result is called the weight w(G) of the 

18 J. F. Nagle, J. Math. Phys. 7, 1484, 1492 (1966). 
19 M. F. Sykes et of., J. Math. Phys. 7,1557 (1966). 

N 
W(G) = (cosh K)qN/2 II w(i) 

i=l 

= (cosh K)qS/2(2 cosh Lt·(tanh K)C 

X (tanh L )V( odd) , (1.4) 

where e = t Ii Si is the number of edges in G and 
v(odd) is the number of vertices in G with odd degrees, 
s;=1,3,5,···. 

It will be noticed that the above series expansion 
simplifies considerably in zero field (L = 0) because 
from (1.4) all graphs with any vertices of odd degree 
then have zero weight and drop out of the expansion. 
It has also been shown recently that the combinatorial 
information concerning the number of subgraphs of 
particular type in a lattice needed for the L "" 0 
expansion may be obtained by algebraic transforma
tion from the subgraph combinatorial information for 
a relatively small subset of the weak graphs. 20 This 
subset is called the closed weak graphs and is restricted 
to weak graphs with no vertices of degree one (see 
Fig. 1). This algebraic transformation will be called 

'OJ. F. Nagle and H. N. V. Temperley, J. Math. Phys. 9,1020 
(1968), following paper. 
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the weak-closed transformation in the remainder of 
this paper. Many of the series expansions obtained 
by the weak-graph method have required only combi
natorial information for the closed weak graphs, 
either directly or via the weak-closed transformation; 
this is a considerable simplification compared to 
needing the combinatorial information for all the 
weak graphs. 

Before generalizing this Ising procedure, let us 
review briefly the reasons that this tanh K series 
expansion has been the best one for the spin-t Ising
model problem. First, this expansion may be used to 
explain the duality principle in zero field for two
dimensionallattices.3 Secondly, with the same amount 
of effort longer exact high-temperature series may be 
obtained using this expansion than by using other 
expansions.! (The length may be measured in powers 
of l/kT.) In particular, the direct method of obtaining 
series expansions is not applicable to the high
temperature disordered phase. The finite-cluster 
method actually requires less graph-configurational 
information than the tanh K expansion, which re
quires articulated, bridged, and separated closed 
subgraphs (see Fig. 1) as well as the stars or connected 
graphs. However, the finite-cluster method still 
requires more labor because the related weight problem 
is nontrivial, whereas the weight problem is com
pletely solved for the tanh K expansion. It might also 
be mentioned that there are various l/kT expan
sions.21.22 These expansions are at a disadvantage for 
the spin t-Ising problem because they require graphs 
with multiple edges which become far more numerous 
than the closed graphs. TheUrsell-Mayer continuum 
method when applied to lattice problems also has the 
similar disadvantage of formal multiple occupancyY 

C. The Formulations of the Weak-Graph Method 

Let us now write the abstract form of (1.1): 
N 

Z = I IT fa + C(~i)C(~i)] IT b(~i)' (1.5) 
e edges i~l 

Here ~i is defined to be the vertex configuration of the 
ith vertex. In the previous Ising case ~i is the simple 
two-valued variable which denotes the state of the 
spin on the ith vertex in Lq • The summation is over 
all the different combinations of the vertex con
figurations at all N vertices; each of these combina
tions is conveniently called a vertex complection. 
There is a vertex factor b(~i) for each vertex i, and an 
edge factor for each edge iJ. Further, the edge factor 
is the sum of a constant and a product of two func-

21 G. Horwitz and H. B. Callen, Phys. Rev. 124, 1757(961). 
22 R. Brout, Phys. Rev. 118, 1009 (1960). 

tions; the latter depend only on the vertex configura
tions of the vertices at opposite ends of the edge. 
Therefore, if any problem can be put in the form of 
(1.5), then it can be expanded in terms of weak 
graphs and the weight of each graph will be known 
explicitly as in (1.6): 

s 
Z = I W(G) = I a(qN/2) IT I a-Si/2c(~iyib(~i)' 

os Lq os Lq i~l Si 
(1.6) 

where Si is the degree of the ith vertex in G. 
In Sec. 2 it is shown how the low-temperature 

spin-t Ising configurational problem deduced by the 
direct method can be put in the form (1.5). The 
straightforward way of doing this recovers a weak 
graph expansion due to Temperiey,23 as is shown in 
Sec. 2B. It is also shown how one can obtain a 
closed weak-graph expansion directly in Sec. 2C. 
Each of these expansions reduces in a certain limit 
to a hard-core lattice-gas expansion at low density. 

However, the form (\.5) is generally limited to a 
particular class of simple problems. To see this let 
there be n different vertex configurations at any 
vertex i (i.e., ~i may take on n values). Then, C(~i) 
may take on at most n values. Remembering that the 
variable a is also at our disposal in (1.5), there are then 
n + 1 free variables in (1.5), if we ignore the b(~i) for 
the moment. On the other hand, the problem may 
demand a general interaction between the state of 
vertex i and the state of vertex j, which may take on 
as many as n(n + 1)/2 values. Thus, for (1.5) to apply 
generally requires (n + 1) ~ n(n + 1)/2, i.e., n ::::;; 2. 
[Actually, as we shall see later on, there is an addi
tional relation involving the b( ~i) which effectively 
gives one more variable. This generally enables us to 
reduce each weak-graph expansion to .a closed weak
graph expansion, but is not sufficient to enable the 
general n = 3 case to be put in the form (1.5). For 
this reason form (1.5) will be called the binary vertex 
form of the weak-graph expansion method.] However, 
it may also happen that the binary vertex form (1.5) 
may apply for special cases when n > 2. For example, 
in Sec. 2E a ternary model (n = 3) is proposed for 
which form (1.5) applies at one particular temperature. 

There are a number of interesting problems which 
have been treated by what may now be considered to 
be a generalization of (1.5). This generalization is 

N 

Z = I IT fa + Cii(~i)cii(~i)] IT b(~i)' (1.7) 
c edges i~l 

Here the ~i vertex configurations have an edge 
dependence and accordingly form (1.7) will be called 

23 H. N. V. Temperley, Proc. Phys. Soc. (London) 74, 183 and 
432 (1959). 
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the binary-edge form of the weak-graph expansion 
method. Thus, in general cii~i) =;i: cii~i)' It will be 
be noticed that even though the Cij(~i) may in the 
general case be only two-valued as before in the 
binary-vertex form (1.5), there may now be as many 
as 2q different vertex configurations since the presence 
or absence of an edge in the vertex configuration may 
vary independently on the q different edges. Further
more, just as for problems which can be put in the 
binary-vertex form (\ .5), any problem which can be 
put in the binary-edge form (1.7) may be expanded 
in terms of weak graphs and the weight of each graph 
will be known explicitly. 

The binary-edge form (1.7) has been applied to the 
monomer-dimer problemll and is at the basis of the 
algebraic weak-closed transformation mentioned in 
connection with the Ising tanh K expansion in a 
field. 20 The binary-edge form is also the proper 
starting point for deriving the series expansions for 
various simple hydrogen-bonded problems.Is Since 
these latter expansions were derived in a more compli
cated way before the general method was clarified, 
the residual entropy-of-ice series expansion will be 
rederived in Sec. 3 as a simple illustration of the 
application of (1.7). Further, in Sec. 3 a new and 
interesting model is devised which has a phase transi
tion and which may be expanded via the binary-edge 
form. This model is named the ramrod model. 

It is also possible to generalize the binary-vertex 
form (1.5) to apply to problems where the number 11 

of vertex configurations (with no edge dependence) 
is greater than two as follows: 

z = ~ J~t [a + ~ICr(~;)Cr(~JJ TI b(~i)' (1.8) 

The form (1.8) will be called the higher-order vertex 
form. The weights of graphs obtained via the form 
(1.8) may still be determined. However, the graphs 
themselves usually become more complicated in that 
generally h different kinds of edges are required in the 
weak-graph expansion. For example, the spin-I Ising 
model treated in Sec. 4 requires two different kinds 
of edges in the graphs. On the other hand the weak
graph expansion of the k-color problem also given in 
Sec. 4 recovers a classical graph-theoretical expansion 
due to Birkhoff,24 which only requires one kind of 
edge. 25 However, the weak-graph weights are in such 
a form that the graph-combinatorial information 
cannot be easily obtained from the closed-graph 
combinatorial information. For these and more com-

2. G. D. Birkhotf, Ann. Math. 14,42 (1912). 
25 o. are, "Theory of Graphs," Am. Math. Soc. Colloq. Pub\., 

Yo\. 37 (1962). 

plicated problems it is likely that one could more 
easily obtain finite exact series with the finite-cluster 
method or the IjkT expansions. 

Thus, the weak-graph method is not a panacea 
to cure all series-expansion problems. Rather, its 
success depends on being able to use to advantage 
the special properties of simple lattice problems which 
more general methods overlook. 

2. APPLICATIONS OF THE WEAK-GRAPH 
METHOD USING THE BINARY-VERTEX 

FORM 

In this section the weak-graph method using the 
binary-vertex form is applied to three problems, the 
low-temperature spin-} Ising problem, the hard-core 
lattice-gas problem, and a special ternary-model 
problem. The first two problems are explained in 
Sec. 2A. In Sec. 2B a straightforward weak-graph 
series expansion due originally to TemperJey23 is 
rederived for these two problems. It is also possible to 
derive a series expansion in terms of only the closed 
weak graphs as is shown in Sec. 2C. In Sec. 20 these 
expansions are compared, from the point of view 
of efficiently obtaining finite exact series, with 
previous expansion techniques. Finally, in Sec. 2E 
a special ternary model is introduced and a weak
graph series expansion is derived for it. 

A. The Configurational Problems for the Low- T 
Ising Model and the Hard-Core Lattice-Gas 

Model 

The usual low-temperature spin-} Ising series 
expansion is one of the simplest applications of the 
direct method of obtaining series expansions. The 
ground state of the system (ferromagnetic) has all 
spins aligned, say ai = -I, i = I, ... , N. The first 
perturbed state has one overturned (+ I) spin and 
this costs 2qJ + 2mH in energy, where a,ajJ is the 
nearest-neighbor pair interaction energy and H is the 
field. Usually, overturning two spins costs 4qJ + 4mH 
in energy. However, if the two spins are nearest 
neighbors, it only costs (4q - 4)J + 4mH. In general, 
the energy to overturn v spins is (2uq - 4e)J + umH, 
where e is the number of nearest-neighbor pairs among 
the u overturned spins. This leads one to consider 
subgraphs of the lattice for which the vertices corre
spond to overturned spins. One should notice that 
these subgraphs may have isolated vertices of degree 
zero, but that they are restricted in the sense that 
whenever two overturned spins are nearest neighbors 
on the lattice, then the subgraph must contain the 
edge (s) between these two vertices (see Fig. 2). 

If G is an abstract graph, then [G I Lq] will denote 
the number of distinct ways in which G may occur as 
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FIG. 2. An example of a strongly embedded subgraph (solid vertices 
and solid edges). 

a subgraph of La under the previous restriction that 
any two vertices of G (G considered now as a 
particular subgraph of Lq) which are joined by an 
edge in La must also be joined by an edge in G. The 
quantity [G I Lq] is called the number of strong 
embeddings of G in Lq .19 (Often it is convenient to 
just refer to strong graphs. However, the lattice La 
must always be remembered. For example, a six-sided 
polygon may be a strong subgraph in the honeycomb 
lattice but not in the square lattice.) Thus, the direct
method formulation of the low-T spino! Ising series 
expansion is 

Z(K, L) = I [Gve I Lq]zVu-e, (2.1) 

where 
GSLq 

Z = exp -(2mH + 2ql)jkT and u = exp (-41jkT) 

and v and e are, respectively, the number of vertices 
and number of edges in G. 

The hard-core lattice gas is defined as follows :26 

Each gas atom sits on a vertex of the lattice L q • Further, 
two gas atoms may not occupy either the same or 
adjacent (neighboring) vertices which are joined by 
an edge in L q • Thus, each gas atom has an infinitely 
repulsive core consisting of its own lattice vertex and 
its neighboring vertices. Now let z be the activity of a 
gas atom. Clearly, taking u = ° in (2.1) results in a 
low-activity (or low-density) expansion for the hard
core lattice-gas problem. Thus, any weak-graph 
series expansion which we derive for (2.1) includes a 
low-density expansion for the hard-core lattice-gas 
problem as a special case. 

B. The Weak-Graph Expansion for the Low-T 
Ising Problem 

Let us define the vertex configuration ~i to take on 
the value ° when the vertex i of the lattice Lq is un
occupied and the value 1 when the vertex i is occupied. 
Each occupied vertex contributes a factor z and each 
unoccupied vertex contributes a factor 1 in (2.1). It 
is easy to accomplish the same thing in the binary
vertex form (1.5) by setting 

b(~i) = I, ~i = 0, 

= Z, ~i = 1. (2.2) 

2. D. S. Gaunt and M. E. Fisher, J. Chern. Phys. 43,2840 (1965). 

To put (2.1) into the form (1.5) it is next necessary to 
require 

a + [C(0)]2 = a + c(l)c(O) = I (2.3) 
and 

a + [c(l)]2 = U-1• (2.4) 

Equations (2.3) and (2.4) can be satisfied if and only 
if a = I and 

C(~i) = 0, ~i = 0, 

= Y == (U-1 - I)l, ~i = 1. (2.5) 

Now let us expand (1.5) into a weak-graph series 
where b(~i) and c(~i) are defined by (2.2) and (2.5). 
The weight of each graph is 

N 

w(Gve ) = I II C(~i)C(~j) II b(~i) 
e edges in G i=1 

N 

= II I [C(~i)]8ib(~i) 
i=1 ~i 

(2.6) 

Here Si is the degree of the ith vertex in G ve and v and 
e = t Ii Si are, respectively, the number of vertices 
and edges in Gve • Hence, 

Z(K, L) = (1 + Z)N I le(_Z_)V, (2.7) 
G.,SL. 1 + z 

where the summation is over all weak graphs Gve 

which are contained in the lattice Lq • 

At this point it will be convenient to introduce 
some notation for weak graphs contained in the q
coordination lattice Lq • Let Ps be the number of 
vertices which have degree S in Gve , i.e., which are 
joined by S edges to other vertices in Gve • Let us 
partially describe Gve as a subgraph of Lq by the vector 
or q-tuple p = (PI' ... 'Ps' ... ,pq). In particular, 

a 

V =IPs 
8=1 

gives the number of vertices in G ve and 

1 a 
e = - ISP8 

2 _,=1 

gives the number of edges in G ve • Also, let g(p) be the 
number of subgraphs of Lq with partial description p. 
Then, (2.7) may be rewritten [using (2.1) as well] 

(1 + z)N I g(p)y2e(_Z_)V 
p 1 + Z 

= I [Gve I L q ]zV(1 + i)e. (2.8) 
Gve~Lq 

Equation (2.8) was essentially described by Tem
perley.23· 
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Now, by the weak-closed algebraic transformation 
n,:tentioned earlier, the g(p) for weak graphs may be 
obtained from the g(p) for the closed weak graphs 
according to various patterns which are described 
elsewhere. 20 Therefore, (2.S) plus the weak-closed 
transformation gives a two-step transformation by 
which the low-temperature Ising combinatorial prob
lem may be reduced to the closed weak-graph com
binatorial problem. However, as is shown in the next 
subsection, it is possible to achieve this (strong
closed-weak) transformation in just one step. Al
though it turns out that these two ways of doing the 
strong-closed-weak transformation are for all practi
cal purposes entirely equivalent, the derivation of the 
direct method illustrates some additional flexibility of 
the weak-graph method. It will also be easier to see 
"just what closed-graph information is needed to 
obtain particular terms in the low-temperature Ising 
series. 

C. The Closed Weak-Graph Expansion 

In the last subsection our rather obvious choice 
(2.2) for b( ~i) determined c( ~i) via (2.3) and (2.4). 
Consequently, in order to eliminate graphs with any 
vertices of degree one in the final expansion, that is, 
to require 

'2 C(~i)b(~i) = 0, (2.9) 
gi 

will obviously require a different choice of b(~i) and 

C(~i)' 
It is easiest to start by allowing c( ~i) to be more 

generally defined as 

c(~;) = -x ~i = 0, 

=y, ~i=l. (2.10) 

Let us for the moment retain (2.2) for b(~i) and 
compute 

N 

Q = L II [I + C(~i)c(~J] II b(~i)' (2.1 I) 
(-' edg('s i~l 

where c( ~i) is given by (2.10) and b( ~i) is given by 
(2.2). Then, 

Q = L (I + x2)noo(t - xy,'l!o+nOI(l + l),'lI z"\ 
(-' 

(2.12) 

where Na is the number of vertices with vertex con
figuration IX = ° or 1 and /laP is the number of edges 
with vertex configurations IX = ° or I at one end and 
fJ = ° or I at the other end. The summation is over 
all vertex complections. Now divide out (l + X2)QX/2 
in (2.12) and then use the simple relation 

(2.13) 

to eliminate 1110 + 1101 in (2.12). The result is 

Q = (I + x 2r·V
/
2 '2 [(I + /)(1 + x2)/(1 - xy)2]"11 

e 

Now, remembering that 1111 = e and N1 = L', we see 
that (2.14) is in the form of (2.1). To obtain an exact 
equivalence we need only divide out (1 + X2)0.\"/2, 
identify u = (1 + f)(l + x2)/(1 - xy)2, and redefine 

b(~i)=1 ~i=O, 

= z[(l + x2)/(1 - xy)]q, ~i = I. (2.15) 

The reason for these gyrations is to enable us to 
satisfy (2.9) which requires from (2.15) and (2.10) that 

x = yz[(l + x2)/(1 - xy)]'I. (2.16) 

Although we cannot solve (2.16) expliCitly for x in 
terms of y and z for general q, we can expand it in a 
series as follows: 

x = zy + z2qy3 + z3qy3[1 + (3q + 1)(fI2)] + .... 
(2.17) 

Thus, for the purpose of obtaining exact finite series 
expansions, x may be considered to be a known 
function of y and z. 

Now we may use (2.10) and (2.15) in (1.5) in the 
same way as in Secs. 1 Band 28 to obtain the following 
closed weak-graph series expansion: 

(1 + xy-l)'V L g(p)lezv[(1 + x2)/(1 - xy)]qV 
p 

q 

X II {[l - (-xy-1y-1]/(1 + xy-1)}Ps 

= (1 + X2)QN/2 

X L [G I Lq]zV[(l + l)(1 + x2)/{1 - xy)2]e, 
USLq 

(2.1 S) 

and x is related to z and y by (2.16). It may be verified 
that if p is not closed, i.e., PI =;t:. 0, then g(p) is multi
plied by a zero factor on the left-hand side of (2.1S), 
so only closed weak g(p) need be considered. 

Let us consider how (2.1S) enables us to obtain the 
strong [G"e I Lq] for subgraphs Gve with v vertices 
and e edges from the closed weak g(p). First, we ob
serve that the expansion (2.17) for x has a general term 
Z"lp,,(y) where '/fu(Y) is a polynomial in y with highest 
power 2v - I. Next, we observe that the coefficient 
of either g(p) or [G ue I Lq] in (2.IS) is a polynomial 

(2.19) 

where the highest power of y which occurs in each 
CPV+k(y) is feHk. Again, v and e are, respectively, the 
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numbers of vertices and edges of either the weak P 
in g(p) or the strong Gve in [Gve I Lq]. Now, we see that 
equating the coefficients of zvy 2e on both sides of 
(2.18) gives a relation between only those g(p) and 
[Gvpep I Lq] for which the number of vertices vp in p 
or Gvpep satisfies 

(2.20) 

and the number or edges ep in the p or G satisfies 

(2.21) 

Thus, if one knows all the g(p) and [Gvpepl Lq] for p 
and Gvpep satisfying (2.20) and (2.21) with the single 
exception that one does not know [Gvpep I Lq] for 
Gv e such that vp = v and ep = e, then one may 
co~pute this last [Gvpep I Lq] from (2.18). By induction, 
then, one may compute the [Gv e I Lq] for G" e 

1) p p p 

satisfying (2.20) and (2.21) from the corresponding 
g(p). 

It may occur to the reader that finding the [Gve I Lq] 
from the g(p) via (2.18) requires a great deal of algebra; 
in fact, it is easier to obtain the first few [Gve I Lq] by 
straightforward counting than via (2.18). However, the 
labor involved in counting graphs increases roughly 
exponentially in adding more terms to series whereas 
the labor of doing the algebra increases roughly 
linearly. Furthermore, an algebraic computer program 
works for all lattices whereas computer programs to 
count subgraphs are not as flexible. Therefore, the 
complicated algebra involved in (2.18) is a relatively 
small price to pay in extending exact finite series when 
compared to straightforward subgraph counting. 

D. On Obtaining Exact Finite Series via (2.18) 
Compared to Other Ways 

First, let us briefly discuss which g(p) are required 
to obtain two different kinds of Ising series from (2.18). 
First, there is the usual low-temperature expansion 
in powers of u = exp (-4JjkT).l From (2.1) the nth 
term in this expansion requires all [Gve I Lq] for Gve 

such that 
(qj2)v -- e ~ n. (2.22) 

From (2.20) and (2.21) we see that from (2.18) we 
also need only the closed weak g(p) where the p also 
satisfy (2.22). Second, there is the high-field expansion 
in powers of ft = exp (2mHjkT).1 Again from (2.1) 
the vth ten~ in this expansion requires all [Gvp '" I Lq] 
for Gvpep WIth vp ~ v. Also, from (2.20) and (2.21) 
we see that only the closed weak g(p) where p satisfies 
vp ~ v are needed to give the vth term in the high
field expansion via (2.18). 

The [Gv.1 Lq] are difficult to obtain directly because 

many separated components occur for small graphs 
due to the possibility of vertices of degree zero. The 
strong embedding restriction does not reduce the labor 
very much. It is easier to obtain the g(p) for general 
open p because there can be no isolated vertices of 
degree zero and therefore fewer separated components 
than for the corresponding [Gve i Lq]. However, the 
additional closed-graph requirement that there be no 
vertices of degree one makes it several orders of 
magnitude easier to supply the closed g(p) in (2.18) 
than to supply the corresponding [G .. I Lq]. 

Previously, other ways have been developed for 
obtaining the [Gve I Lq] for the Ising spin-l low
temperature or high-field expansions. The first way 
uses what will be called the high-low Ising transforma
tion in this paper. 27 This transformation was dis
covered by Domb because the coefficients in the 
ft-high-field expansion seem to follow a certain form. 
Domb suggested that this form follows because the 
high-temperature hyperbolic-tangent expansion may 
also be rearranged in a high-field expansion. (This 
requires very plausible assumptions concerning the 
nonexistence of phase boundaries in unlikely regions 
of the phase diagram for the Ising model.) The 
actual transformation equation seems never to have 
been written down in the literature so we present it 
as follows: 

(liN) log Zs(K, L) 

= ftQuq/2 + ft2(b ou
q + b1uq- 1 + ... ) 

+ ft3( coU3Q/2 + ... ) + ... 
00 

= log (1 + ft) + 2 [If?r(T) + (-1Y(qI2r)] 
r~l 

(2.23) 

where T = (1 -- fl)j{l + fl). The right-hand side comes 
from rearranging the hyperbolic-tangent expansion. 
Thus, 

If?r(T) = 2g1(P)Tv
(odd), 

I> 
e=T 

(2.24) 

where the summation is over all weak p with e = r 
edges and v (odd) is the number of vertices of odd 
degree in p. Also, gl(P) is the coefficient of N in g(p). 
Since no easy way has existed until recently to obtain 
the weak g(p), only the form of the high-low Ising 
transformation has been used. In this way it has been 
possible to eliminate all [Gve I Lq] with e ~ v + 1, 
which include the most difficult separated graphs. 

27 C. Domb, Proc. Roy. Soc. (London) A199, 199 (1949). 
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Although this is a very great help, obtaining the 
remaining [Gve I Lq] still poses a counting problem 
which is more difficult than the corresponding 
closed-weak-graph counting problem. 

Now that the weak-closed transformation is known, 
it may also be asked if the [Gve I Lq] in the high-field 
expansion can be computed more efficiently via 
(2.23) and the closed weak g(p) than via (2.18). The 
answer seems to be no. To obtain the vth term in 
(2.23) requires all g(p) for p with e* or fewer edges, 
where e* is the maximum number of edges which 
any graph of v vertices may have. This set of closed 
graphs with e* or fewer edges generally contains the 
set of closed-weak graphs with v or fewer vertices so 
the high-low transformation requires mwe g(p) than 
the weak-graph transformation (2.18). 

To extend the low-temperature and high-field 
Ising spin-l series, Sykes, Essam, and Gaunt have 
ingeniously applied the direct series-expansion method 
in a way which takes advantage of the two-sublattice 
structure of loose-packed lattices.28 It is difficult to 
make efficiency comparisons between this way of 
obtaining the [G I L] and (2.18) because the kinds of 
graphs are so different. [Also, of course, extensive 
calculations have not yet been done using (2.18).] 
However, it seems to this author that for the loose
packed lattices probably the Sykes-Essam-Gaunt 
direct approach is slightly easier for the .u-high-field 
expansion and the weak-graph approach may be 
slightly easier for the low-temperature expansion in u. 

It should also be kept in mind that large portions 
of the closed weak g(p) needed to obtain the low
temperature-high-field Ising series via (2.18) are also 
needed to obtain the high-temperature hyperbolic
tangent expansion. Since the high-temperature series 
is not efficiently obtainable in any other way, (2.18) 
would allow a more unified graphical approach to 
obtaining Ising series coefficients. 

Finally, it should be mentioned that Gaunt and 
Fisher26 have developed the direct series-expansion 
method for the hard-core lattice-gas problem in a 
way similar to Sykes et GI. 28 The hard-core lattice-gas 
low-density expansion is analogous to the .u-high
field Ising expansion and, as has been mentioned, the 
direct approach is probably easier for this type of 
series for loose-packed lattices. Furthermore, Gaunt 
and Fisher find a connection between their low
density expansion and a high-density expansion. Thus 
far, the author has not succeeded in fruitfully applying 
the weak-graph method to the high-density phase. 
Thus, the direct method seems superior to the weak-

28 M. F. Sykes, J. w. Essam, and D. S. Gaunt, J. Math. Phys. 6, 
283 (1965). 

graph method for the problem of obtaining exact 
series for the hard-core lattice-gas problem. 

E. A Special Ternary Model 

This section will show how the binary-vertex 
weak-graph form (1.5) may be applied under special 
conditions to models with more than two vertex config
urations at each vertex. Let us consider a ternary model 
where each vertex must be occupied by one atom 
which may be of three types, G, b, or c. Let us suppose 
that an G atom and a b atom may not be placed on 
vertices which are joined by an edge in Lq (see Fig. 3). 
Further, let the c atoms be neutral in the sense that 
each c atom has zero energy of interaction with 
neighboring G, b, or c atoms. Thus, the nearest
neighbor pair-interaction energies are 

(2.25) 

and also let us require that Jaa = Jbb • Thus, there 
remains only one unspecified interaction energy. 

Now, let us write 

b(~i) = za, if ~i = G, 

Zb' if ~i = b, (2.26) 

zc, if ~i = C, 

where the z's are the activities of the atoms. In order 
that (1.5) may represent the grand canonical partition 
function under the conditions in the preceding para
graph, we require that G = 1 and 

C(~i) = 1, if ~i = G, 

-I, if ~i = b, (2.27) 

0, if ~i = C, 

and this further requires that exp (Jaa/kT) = 2. Thus, 
for a given interaction energy Jaa in this ternary model, 
the weak-graph expansion method in the form (1.5) 
applies for one particular temperature, namely, 
kT = Jaa/log 2. 

We may obtain the weak-graph expansion of the 
grand canonical partition function in the usual way 
[see (1.6)]: 

E",(za, Zb' zc) 
i.V 

= II I [C(;i)]S'b(;i) 
i~l gi 

= (Za + Zb + Zc)'" I g(p) 
p 

q 

x II [(Za + (-l)'Zb)/(Za + Zb + zc»)1". (2.28) 
s~l 

where Ps and g(p) were defined in Sec. 2B. 
The series expansion (2.28) applies to the high zc, 

single-phase region which has as an "end point" 
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FIG. 3. An example of an allowed configuration for the special 
ternary model discussed in Sec. 2E. 

Za = 0 = Zb and Zc > O. The two-phase region will 
be described by Za = Zb ¥- 0 and Zc smaller than some 
critical activity, zc,crit. By analogy to the hard-core 
lattice-gas problem29 or the antiferromagnetic Ising 
problem, it seems that the best way to find the value 
for the critical activity zc,erit from the one-phase 
series expansion would be from a study of a "stag
gered" compressibility which essentially measures the 
fluctuations in the average number density difference 
(Na - N b >.23 For this ternary problem this staggered 
susceptibility may be defined as 

Xs = (d2Idx2)(l/N)log8x(za,zb,zc)ix=o' (2.29) 

where za = Zo + x and Zb = Zo - x. Then, from (2.28) 

XS = 2zo/(2zo + zc) + 2' g(p)2[2zo/(2zo + Zc)]~ 
+ 2" g(p)V[Zc/(2zo + Zc)][2zo/(2zo + zc)]", 

(2.30) 

where the first sum is over all p which have two 
vertices of odd degree and the second sum is over all 
p which have no vertices of odd degree. An analysis 
of the series for this problem will be the object of 
further study. 

3. APPLICATIONS OF THE WEAK-GRAPH 
METHOD USING THE BINARY-EDGE FORM 

A. Introduction 

In this paper the weak-graph method has been 
presented as a generalization of the Ising spin-t 
hyperbolic-tangent expansion. Historically, it seems 
that no one realized the underlying generality of the 
hyperbolic-tangent expansion and the weak-graph 
method has been developed in an entirely different 
way. The first step of clearly defining vertex con
figurations and the notion of a compatibility function 
a(~i' ~i)' which has since been circumvented, was 
performed by DiMarzio and Stillinger for the residual 
entropy-of -ice problem.30 It was proved by this 
author that the resulting graph weights could be 

2' It might be mentioned that the hard-core lattice gas on I.oo.se
packed lattices may be thought of as a ternary model! by IdenttfYIng 
component a with occupied vertices on t~e A sublattlce, component 
b with occupied verttces on the B sublattlce, and component C WIth 
empty vertices. 

30 E. A. DiMarzio and F. H. Stillinger, Jr., J. Chern. Phys. 40, 
1577 (1964). 

explicitly determined,Is but without realizing the 
significance of the factorability of the compatibilit.y 
function a(;i'~;) = cii(;i)Cii(O. However, thiS 
point was discovered when the former technique was 
applied to the monomer-dimer problemY Then 
further applications via form (1.7) became apparent, 
such as the one suggested by Temperley which led to 
the weak-closed transformation. 20 Once the binary
edge form (1. 7) was revealed, the simplification to the 
binary-vertex form (1.5) was easy. 

As a result of this somewhat reverse order of 
development, applications of the binary-edge form 
(1. 7) are already represented in the literature whereas 
the applications in Sec. 2 are new. However, it seems 
appropriate first to illustrate the use of form (1.7) by 
rederiving in Sec. 3B the simple residual entropy
of-ice series expansion (for loose-packed lattices); 
this was originally derived in the more complicated 
way. IS Then, form (1.7) will be applied to the ramrod 
model introduced in Sec. 3C. 

It might also be mentioned in passing that the 
series expansions derived via the binary-edge form are 
relatively more valuable than the expansions derived 
via the binary-vertex form in Secs. 2B and 2C. This is 
largely because they have no competition from the 
direct method of obtaining series expansions, which 
appears not to be readily applicable to these more 
complex problems. Previously, the high-low Ising 
transformation has been used to obtain series, such 
as the Ising-model series in a field at high tempera
tures31 and the monomer-dimer series,32 which can 
most likely be obtained more easily via the weak
closed transformation and the weak-graph monomer
dimer series expansion. 

B. The Residual Entropy-of-Ice Series Expansion 

In order to unify this presentation with other work 
(e.g., Sec. 3C and Naglell), it is advantageous to 
discuss a formulation of the ice problem which is 
equivalent to the usual formulation for loose-packed 
lattices only. (A loose-packed lattice has no cycles 
with an odd number of edges, e.g., square or simple 
cubic lattices.) The allowed states of the ice problem 
on loose-packed lattices are in one-one correspond
ence with subgraphs of a certain type on the lattice as 
illustrated in Fig. 4. Each of these subgraphs, which 
will be called icelike subgraphs, contains all the ver
tices in the lattice Lq (with q an even integer) and obeys 
the restriction that each vertex is of degree (q/2) in 
the subgraph. The number of icelike subgraphs will 
be called WN ; then the residual entropy of ice is 

31 A. Bienenstock, J. App\. Phys. 37, 1459 (1966). 
32 D. S. Gaunt (private communication). 
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FIG. 4. (a) An allowed configuration for the ice problem. (b) 
The corresponding icelike subgraph. Notice that the vertices 
designated by open circles are on a different sublattice than those 
designated by closed circles. The correspondence between (a) and 
(b) is that those arrows directed toward an open-terminal vertex 
become edges in the icelike subgraph. 

(kj N) log W". (Of course, this is a generalization of 
the residual entropy-of-ice problem, since ice-I 
requires just one particular three-dimensional lattice 
which is four-coordinated.)lB 

Now let us formulate the weak-graph expansion 
for ~". First, the vertex configurations are charac
terized as shown in Fig. 5. Each of the solid lines 
incident to a vertex may be thought of as a half-edge 
in one of the ~\" icelike subgraphs. Each ofthe dotted 
lines incident to a vertex may be thought of as a half
edge of the lattice which is not included in the icelike 
subgraph (see Fig. 4). 

Let us consider a general vertex complection on the 
lattice where each vertex assumes one of its possible 
vertex configurations. If both vertex configurations 
;i and ;j have a half-edge on the edge ij connecting 
vertices i and j, then the edge ij is analogous to the 
edges in the icelike subgraph in Fig. 4. If both vertex 
configurations ;i and ;j do not have half-edges on 
the edge ij, then the edge ij is analogous to one of the 
edges in the lattice not included in the ice-like sub
graph in Fig. 4. Finally, when just one of ;i or ;j has 
a half-edge on the edge ij, then there is a mismatch 
which is not analogous to anything in Fig. 4. Clearly, 
counting only those vertex complexions for which the 
last possibility does not occur for any edge ij gives 
W y . This will be accomplished by using the binary
edge form (1.7) with the proper choice of CU(;i)' 

It is perhaps worth describing what has been 
accomplished here. The original formulation of the 
problem involved a q-body vertex restriction which 
depended on the "states" of the q edges incident to 
that vertex. However, by reformulating the problem 
in terms of vertex configurations, the restriction 
involves only the binary (or 2-body) matching or 
mismatching of half-edges. 

The mechanics of applying form (1.7) are now 
quite simple. First, one requires that 

cij(;;kjiCr;) = -a, 

cij(;;)Cj;(;~) = cJmCji(r;)"¢ -a, (3.1) 

where ;; or ;; is a vertex configuration which has a 

---L --'r -+_. ~---. --+--
! 

-+-, 
, 

, , 

FIG. 5. The vertex configurations for the ice problem for q = 4. 

half-edge on edge ij in the lattice, and ;;' or ;;' is a 
vertex configuration which does not have a half-edge 
on edge if in the lattice. The solution of (3.1) is 

cu( ;i) = a~, if;i has a half-edge on edge ij, 

= -a~, if;i does not have a half-edge on 

edge ij. (3.2) 
From (3.2) it is easy to confirm that 

J1!.\" = I IT (lJ2a)[a + C;;(;i)Cj;(;j»)' (3.3) 
(' edges 

This may be compared to (1.7) for which the b(;i) is 
taken to have the value I for all ;i' 

The weak-graph series expansion for (3.3) now 
follows from the usual manipulations. Each graph 
weight is given by 

w(G) = (!)Q;V/2 I IT O/a)CU(;;)Cj;(;j) 
C edge" in G 

S 

= CttX
/
2 IT I (lJay;/2 IT Cik(;;)· (3.4) 

i=1 5i k 
ikinG 

The value of the summation over each ;i in (3.4) 
depends on how many Cik(;;) factors there are in the 
product. For general q (even), all these sums vanish 
when there is an odd number of Cik(;i) factors, that is, 
when vertex i has odd degree in G. Now let us partic
ularize to the case q = 4. Then, the sum is easily 
calculated to be 6 when there are zero or four Cik(;;} 

factors and it equals (-2) when there are two Cik (;;) 

factors. Thus, for q = 4 we have 

w(G) = w(p) = n)2x(6)"o+P4( -2)P', (3.5) 

where p has no vertices of odd degree. Otherwise, 
w(p) = O. Finally, we have for q = 4 

J1!.\" = I w(p) = (nV I g(p)( -DP
2, (3.6) 

p p 

where the sum is only over those p for which PI = 
0= P3' (3.6) agrees with the previous expansion l8 

except for the factor (_I)P2. However, for loose
packed lattices P2 is always an even number, so the 
expansions are equivalent for this case only, just as 
one would expect. 

C. The Ramrod Model 

It seems likely that the monomer-dimer model 
does not undergo a proper phase transition.!l How
ever, it seems more likely that a model consisting of 
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FIG. 6. An example of configuration of ramrods on the square lattice. 

somewhat longer rigid rods on a lattice, such as 
linear trimers, would undergo a proper phase transi
tion. Since the weak-graph series expansion works so 
well for the monomer-dimer problem, one naturally 
would like to apply the method to the trimer problem. 
However, this would require a more complex form 
than (1.7) which leads to complications such as the 
ones to be discussed in the next section. 

Nevertheless, the attempt to apply the binary-edge 
form (1.7) to the trimer problem naturally leads one 
to consider a new lattice-model problem for which a 
weak-graph series expansion can be derived via form 
(1.7). This model also consists of rigid linear rods, 
called ramrods. Thus, a random state of the model 
would consist of a mixture of dimers, linear trimers, 
linear quadrimers, and so on. The activity of each 
linear r-mer or ramrod is zr-l where r - 1 is the 
number of edges in the ramrod (see Fig. 6). 

Restricting the discussion to the square lattice for 
simplicity, let us qualitatively consider the behavior 
of the ramrod model. When the activity z is small, the 
most probable state will consist of only a relatively 
few short ramrods scattered on the lattice. Since there 
is little excluded volume effect at low density of 
ramrods, these ramrods will be isotropically oriented 
with respect to the x or y axes of the lattice. At the 
other extreme when z is very large, say infinity, the 
most probable state must have a maximum length of 
total ramrod. This can only be accomplished by 
lining up very long (infinite) ramrods parallel to the 
x axis or by lining up long ramrods parallel to the y 
axis. These two "ground" states are extremely aniso
tropic with respect to the x or J' axes. Clearly, some
where in between the high-z and the low-z extremes 
there must be a phase transition from the isotropic 
phase to the anisotropic phase. 

The ramrod model may also be discussed for other 
lattices, including the honeycomb and diamond 
lattices, if obvious modifications are made. Also, the 
model may be specialized to the case when each 
ramrod must be infinitely long, although this is an 
uninteresting case for two-dimensional lattices. This 
latter model is similar to the continuum model of 
oriented long thin rods treated by Zwanzig33 who 

33 R. Zwanzig, J. Chem. Phys. 39, 1714 (1963). 

--~ -r- t 
~,' I 

FIG. 7. The vertex configurations for the ramrod model for q = 4. 

followed up some work of Onsager34 ; references to 
physical problems of interest may be found in these 
two papers. 

It seems likely to this author that the lattice ramrod 
model has a continuous phase transition similar to the 
hard-core lattice-gas phase transition26 and the 
ternary-model transition conjectured in Sec. 2E. If this 
is the case, then the critical activity will be most ac
curately located from a study of a suitably defined 
staggered susceptibility. Although the staggered 
susceptibility is not difficult to obtain via the weak
graph method, it does provide one additional com
plication which will be left to accompany later work 
on obtaining and analyzing the thermodynamic series 
of interest. 

For simplicity in presentation, the following deriva
tion of the weak-graph series expansion for the ram
rod model will be restricted to the square lattice. The 
vertex configurations are shown in Fig. 7. Using the 
ideas of Sec. 3B, it is now easy to write down a 
general weak-graph series expansion. However, this 
does not accomplish much, especially since the 
original conformations of ramrods are themselves 
weak graphs already. The problem then is to obtain 
a closed weak-graph series expansion. Following 
Sec. 2C it is easiest to start by defining a general half
edge function 

co ( ~J = Xl, if ~i does not have a half-edge on edge Ij, 

= -X2' if ~i has a half-edge on edge ij, (3.7) 

and then a = X1X2' However, the constant a may 
just as generally be divided out (or set I = X 1X 2) so 
that we will take 

Cii(~J = y, if ~i does not have a half-edge on edge ij, 

= _y-l, if ~i has a half-edge on edge Ij. (3.8) 

Now, it is easy to see that the grand canonical parti
tion function will be 

-'" 
3.\"(z) =(1 +lr2X I IT [1 +('ii(~i)ciM))rrb(~,), 

C ('<iges i--=l 

(3.9) 
where 

~i = 1, 

Z~)" ;[=2,'·',5, (see Fig. 7) (3.10) 

zy\ ~i = 6, 7. 

31 L. Onsager, Ann. N.Y. Acad. Sci. 51, 627 (1949). 
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The usual procedure for obtaining the closed weak
graph series expansion may now be carried out for 
(3.10) (see Sec. 2C): 

(3.11) 

where 
N 

w(G) = L II ciMi)Cj;(;j) II be;;) 
C edges in G i=1 

N 7 

= II L b(;i) II Ca,(;i)' (3.12) 
i=15,=1 Jc 

iJcin G 

First, let us perform one of the sums in (3.12) for a 
vertex of degree one: 

VI = Y + z!y(3y - y-l) + zy2(y - y-l). (3.13) 

In order for (3.9) to be a closed weak-graph series 
expansion, the sum VI must be set equal to zero and 
this determines y : 

y = z! - 2z~ + 9z~ + . . . . (3.14) 

Next, for vertices of degree 0, 3, and 4 in (3.12), the 
sums Va' vs, and V4 are easily computed to be 

va = 1 + 4z!y + 2zy2, 

V3 = yS + Z!y(y3 - 3y) + zy2( _y + y-l), 

V4 = y4 + z!y( _4y2) + zy2(2). 

(3.1S) 

(3.16) 

(3.17) 

However, it must be noticed that the sum in (3.12) is 
different for two different kinds of vertices of degree 
two. For vertices of degree two for which the incident 
edges in G form an angle of 1800

, the sum is 

V 2 .180 = y2 + Z!y(2y2 - 2) + zy2(y2 + y-2), (3.18) 

and if the edges form an angle of 900 the sum is 

V2,90 = y2 + z~y(2y2 - 2) + zy2( -2). (3.19) 

Using (3.12)-(3.19) gives 

w(G) = vr .2 (v',O/VO)1>8,O, (3.20) 
GSLsq 

where Ps,o is the number of vertices of degree s in G 
and for s = 2, the angle () must be distinguished. 
Because the lowest-order term in yin (3.14) is zt, it 
can easily be verified from (3.1S) through (3.19) that 
the lowest-order term in v3•0 /VO is ZS/2. Therefore, the 
lowest-order term in w(G) is z', where e is the number 
of edges in G. Thus, (3.20) gives a low-activity series 
expansion valid for a low density of ramrods on the 
square lattice. 

4. APPLICATIONS OF THE WEAK-GRAPH 
METHOD USING HIGHER-ORDER 

VERTEX FORMS 

A. The Spin-l Ising Problem 

Let the value of the spin ai (or vertex configuration 
;i) at each vertex i of the lattice Lq take one of the 
three values + I, 0, -1. Then, the partition function 

is given by 
N 

Z(K, L) = L IT exp (Kaia j) IT exp (Lai), (4.1) 
C edges i=1 

where K = J/kT and L = mH/kT. It is impossible 
to write 

exp (Kaiaj) = a + C(O'i)c(a;), (4.2) 

so the binary-vertex form (1.S) cannot be applied 
to derive a weak-graph series expansion. However, it 
is possible to write 

exp (K O'ia j) = 1 + aiO' j sinh K + a;a~( cosh K - 1), 

(4.3) 

so the higher-order vertex form (1.8) may be applied 
where 

(4.4) 
and 

c2(o';) = a;(cosh K - l)t, (4.S) 

a = 1, and h = 2 in (1.8). 
Next, let us expand the multiple product 

IT [1 + c1(ai)cl(a j ) + C2(O'i)c 2(a j )] 

edges 

into its 3qN
/
2 terms. Each term T corresponds to a 

subgraph G. If in T the factor c1(ai )cl(O'j) is taken 
from the ij-edge bracket 

[1 + c1(ai )cl(a;) + C2(0';)c2(a j )] 

in the multiple product, then edge ij is said to be a 
type-I edge in G. If in T the factor c2( a,)c2( a) IS taken 
from the ij-edge bracket in the multiple product, the 
edge ij is said to be a type-2 edge in G. Finally, if in T 
the factor I is taken from the ij-edge bracket, the edge 
ij is said not to be included in G, Thus, the subgraphs 
G may now have two different types of edges, type 1 
and type 2. 

Let us compute the weight w(G) of a weak sub
graph G: 

w(G) =.2 II 
C type 1 

edges in G 
s 

X II CZ(ai)CZ(aj) II exp (aiL) 
type 2 ;=1 

edges in G 

1 .. ' 

= II L exp (ai L)[c1(a;)]'li[c 2(a;)lS2i, (4.6) 
i=l GiO.±l 

where Sli is the number of type-l edges in G incident 
to the ith vertex and S2i is the number of type-2 edges 
in G incident to the ith vertex. Sli is conveniently called 
the type-l degree of vertex i in G and S2i is called the 
type 2 degree of vertex i in G. Using (4.4) and (4.S) 
in (4.6) gives us after some easy manipulation 

w(G) = (1 + 2 cosh L)N(sinh K)e'(cosh K - I)e2 

X [2 cosh L/(I + 2 cosh LW(tanh Lr(I,odd), 

(4.7) 
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where e1 and e2 are, respectively, the numbers of type-
1 edges and type-2 edges in G, v is the total number of 
vertices in G, and v (l, odd) is the number of vertices 
in G with odd type-l degree. 

It should be noticed that, whereas sinh K has a 
leading power of (ljkT)I, (cosh K - 1) has (ljkT)2 
as its leading inverse power of temperature. Thus, the 
nth term in a IjkT expansion may be obtained from 
knowing the subgraphs of LQ which have e1 + 2e2 ~ n. 
The subgraph weights in (4.7) simplify in zero field 
when L = 0; especially all weights vanish for graphs 
G such that v(l, odd) ¢ O. Thus, that part of the 
subgraph consisting only of type-l edges must be 
closed. Nevertheless, the problem of counting the 
resulting subgraphs is not easy and it would appear 
quite difficult to obtain Z(K, L) beyond the lIth term 
for the square lattice or the susceptibility series beyond 
the ninth term. This does not compare very well 
to the spin-! case, where the reasonable goal is to 
obtain the 18th term in both series.35 

B. The k-color Problem 

A proper k-coloring of a lattice (or an arbitrary 
graph) is an assignment of one of k colors to each of 
the vertices of the graph under the restriction that no 
two vertices joined by an edge of the graph may have 
the same color.25 .36 The problem is to find the number 
of ways WN to k-color a lattice (or graph). Of course, 
the outstanding problem of this type is the well
known four-color map conjecture. Although the 
general k-color problem is not of immediate interest 
in statistical mechanics, it seems worthwhile to con
sider because of its conceptual simplicity. 

The case k = 1 is trivial. The case k = 2 may be 
expanded using closed graphs only via the binary
vertex form (1.5). This leads to the trivial bipartite or 
bicoloring theorem which states that a lattice (graph) 
can only be colored with two colors if there are no 
cycles of odd length in the lattice (graph),25.36 i.e., the 
lattice must be loose packed. 

For k > 2 one must resort to the higher-order
vertex form (1.8) in order to obtain a weak-graph 
expansion. However, this is very easily accomplished 
as follows: Let the vertex configurations be the colors 
ti = 1,2, ... , k. Then define 

cr (t i)=(-I)! if ti=r, 

= 0 otherwise, (4.8) 

for r = 1, 2, ... ,k. Then, the number of proper 
k colorings Wv is given by 

WN = L II [1 + iCrCti)C/~;)J. (4.9) 
e edges r=l 

35 M. F. Sykes (private communication). 
3. C. Berge, The Theory of Graphs, A. Doigt, trans. (John Wiley 

& Sons, Inc., New York, 1962). 

The graphs G in the weak-graph expansion of (4.9) 
will have k types of edges depending on which factor, 
CrC~i)Cr(~j) or 1, is used in the expansion of the term 
corresponding to G. But it will be noticed that 
Cr(~i)Cs(~i) = 0 unless r = s. Therefore, each con
nected component of G must have all the same kind 
of edges. Because of this it is reasonable to suppress 
the distinction between different types of edges so the 
subgraphs G may be thought of as weak graphs with 
only one kind of edge. But now we must keep in mind 
that each of the t-separated components of G could 
arise in k different ways from the series expansion. 
Thus, the weight of a weak graph will be 

w(G) = kt'2 II ei~i)cMj) 
e edges in G 

N k 
= kt II '2 [eMi)]S, = (_l),k N - v+t, (4.10) 

i=l ;,=1 

where e, v, t, and Si are the numbers of edges, vertices, 
separated components, and degree of vertex i in G. 
If we define g(p, t) to be the number of subgraphs of 
La with partial description p and t separated com
ponents, then 

W;v = kN '2g(p, t)(-I)'(ljky-t. (4.11) 
P,f 

The result (4.11) was first obtained by Birkhoff.24 
Whitney37 rederived (4.11) using the inclusion-ex
clusion principle. Whitney also simplified the sub
graph counting somewhat by eliminating subgraphs 
which contained any broken cycles, such as the closed 
subgraphs. Thus, the subgraphs which Whitney 
counts are all nonclosed and quite frequently sepa
rated, and therefore hard to count. It would be 
preferable if the weak g(p, t) could be obtained from 
the closed weak g(p, t). Until this becomes possible, 
the series expansion (4.11) is not as valuable for 
obtaining lengthy series for lattice coloration esti
mates as one might wish.38 
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Several problems in lattice statistical mechanics, such as the spin-! Ising problem and the monomer
dimer problem, can be formulated in terms of the p-generating function for the weak subgraphs of a 
regular lattice. This paper presents an algebraic transformation theorem which allows the p-generating 
function for the weak subgraphs of a lattice to be determined from the p-generating function for the far 
less numerous subset consisting of the closed weak subgraphs. This result will be especially useful in 
reducing the labor required to obtain exact finite series for various problems. The theorem also enables 
one to give a straightforward proof of the Ising susceptibility graph theorem due to Sykes. 

1. INTRODUCTION 

A series-expansion method for lattice statistical
mechanical problems has been developed by one of the 
authors. This method transforms the particular 
physical problem under consideration into a purely 
graph-combinatorial one of determining the number 
of specified subgraphs of an underlying graph or 
lattice. The prototype of this method is the hyperbolic
tangent expansion of the spin-~ Ising mode!.! More 
recent applications have been made to the residual 
entropy-of-ice problem2 (and various other hydrogen
bonded problems3) and to the monomer-dimer 
problem. 4 In addition, a number of other model 
problems can be treated using this method. A discus
sion of these other problems and a more complete 
exposition of the general method, its limitations and 
modifications to suit particular problems, is given in 
another paper. 5 

The purpose of this paper is to present one of the 
more powerful and abstract results of the method. 
This result is a purely graph-combinatorial one in 
that the starting point is a graph-combinatorial 
problem and not a physical problem. This initial 
problem is to find what will be defined as the p
generating function for the weak subgraphs of a 
regular graph; weak subgraphs are composed of 
links (or edges) with no restrictions. (In Ref. 5 it is 
shown how many physical problems can be formulated 
as p-generating functions for weak subgraphs.) The 
closed weak subgraphs are a subset of the weak 
subgraphs under the restriction that they have no 
vertices of degree one, that is, no vertices which are 

• Present address: Dept. of Physics, Carnegie- Mellon University, 
Pittsburgh, Pa. 15213. 

1 See, for example, C. Domb, Advan. Phys. 9, 149 (1 960), p. 175. 
2 J. F. Nagle, J. Math. Phys. 7,1484 (1966). 
3 J. F. Nagle, J. Math. Phys. 7, 1492 (1966). 
4 J. F. Nagle, Phys. Rev. 152, 190 (1967). 
5 J. F. Nagle, J. Math. Phys. 9, 1007 (1968), preceding paper. 

joined to the subgraph by only one edge (or link). 
The closed weak subgraphs are far less numerous 
than the weak subgraphs. The main result of this 
paper is to show how the open weak-graph p
generating function can be obtained algebraically 
from the closed weak-graph p-generating function. 

The theoretical significance of this result is to rein
force the view that the closed weak graphs are of 
fundamental importance for lattice problems. Some 
progress in this direction has been made by Sykes.6 

I n particular, he showed that the self-avoiding random
walk generating function could be expressed entirely 
in terms of closed graphs, and he conjectured a 
similar theorem for the zero-field susceptibility of 
the spin-~ Ising series. The use of the theorem of this 
paper allows us to prove the Sykes susceptibility 
theorem in a straightforward way. The theorem of this 
paper is also related to some earlier work of Temperley. 7 

The practical significance of this result is that it 
makes it feasible to obtain more terms in series 
expansions for various physical problems which have 
required the numerous weak graphs. For example, the 
spin-l high-temperature Ising-model series in a 
magnetic field is just a special case of the weak-graph 
p-generating function.! Previously, the most efficient 
method for obtaining this series has used an Ising 
transformation; eleven terms have been obtained in 
this way for the plane square lattice.s The method of 
this paper should allow one to obtain the square 
lattice series up to at least fifteen terms without a 
great deal of extra labor; eventually eighteen terms 
should be obtainable. This should permit a more 
detailed Pade-approximant study of the anti ferro
magnetic phase boundary for the spin-l Ising mode!. 

6 M. F. Sykes, J. Math. Phys. 2, 52 (1961); Physica 28, 919 (1962). 
7 H. N. V. Temperley, Proc. Phys. Soc. 74, 432 (1959). 
8 A. Bienenstock, J. Appl. Phys. 37,1459 (1966). 
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The outline of the paper is as follows. The basic 
notation, clarification of the problem, and the state
ment of the theorem and two corollaries are given in 
Sec. 2. The theorem and corollaries are derived in 
Sec. 3. To transform the weak-graph p-generating 
function straightforwardly to the closed weak-graph 
p-generating function requires solving a qth order 
algebraic equation explicitly. Section 4 shows how 
this difficulty may be circumvented so that the 
transformation may be effectively carried out using a 
simple algebraic iterative procedure. Finally, in Sec. 5 
the transformation theorem of this paper is compared 
with earlier work of Temperley, and the Sykes 
susceptibility theorem is proved. 

2. THE THEOREM 

Let us clarify the problem and present some ter
minology. We are concerned with finding the number 
of ways that a graph G occurs as a subgraph of a 
certain underlying graph Lq which has N vertices. In 
statistical mechanics this underlying graph Lq is 
usually a regular lattice with periodic boundary 
conditions. However, the results apply also when Lq 
is an arbitrary regular graph in which each of the N 
vertices is joined by q edges to other vertices. 9 The 
symbol q is called the coordination number and, for 
example, is equal to four for the square lattice or the 
octahedron. 

We also wish to partially describe the graphs G 
which occur as subgraphs of the graph Lq. Let p be a 
(q + I)-tuple or vector p = (Po, PI' ... ,p., ... ,pq). 
We shaH partially describe G by a particular p such 
that Ps is the number of vertices in G which have 
degree s; that is, Ps is the number of vertices of G 
which are joined by s edges to other vertices in G. 

All the subgraphs G of Lq which are considered in 
this paper will be weak subgraphs. A weak subgraph 
G of Lq consists primarily of a set of edges of Lq • 

Secondly, it is necessary to specify the vertices of G. 
Normally a vertex of Lq is said to be contained in G 
if and only if it is incident to an edge in G; thus there 
would be no vertices of degree zero in a weak sub
graph G. However, in this paper it is convenient to 
count all the vertices of Lq which are not contained in 
G (which have degree zero in G) as Po. Thus 

q 

LPs = N, 
8=0 

where G is described (partially) by p. 
Next let g(p) be the number of graphs G with 

description p which are subgraphs of Lq • Then, we 

9 The regularity may be dropped, but then a local coordination 
number must be introduced and the notation becomes too unwieldy 
to justify inclusion of this generalization here. 

define the weak-graph p-generating function to be 

q 

F(z) = L g(p) II z:' = L g(p)w(p, z), (2.1) 
p S~O P 

where z = (zo, ZI' 2 2 ,' •• ,2q). 
The p-generating function contains much useful 

information. For example, by setting 

Zk = tanh (H,ujkT)[tanh (JjkT)]k/2 

when k is odd, and Zk = [tanh (JjkT)]k12 when k is 
even, F(z) becomes the high-temperature expansion 
for the spin-~ Ising problem in a magnetic field. 
However, the p-generating function does not contain 
all the information of interest in physical problems. 
For certain problems it would be helpful to decompose 
each g(p) according to the number of separated 
components in the p subgraphs, but our theorem is 
of no help here. (On the other hand, it should be 
remembered that some loss of knowledge is necessary 
to prevent the subgraph information from becoming 
extremely unwieldy.) 

Now we may state the theorem. 

Theorem: 

(2.2) 
where 

(i) y is a free variable, 
(ii) v = (vo, VI' V 2 , ••• , vq ), analogous to z, and 

(iii) Vs = i Zr ± (_I)t (q- S)(S)yr+s_2t, (2.3) 
r~O t~O r - t t 

where 

(:) = 0, if n < ° or n > m. 

It will be noticed that the same generating function 
F appears on both sides of (2.2). Because of this, it is 
not immediately obvious that it is possible to obtain 
the g(p) for the unrestricted weak graphs from the 
g(p) for the closed weak graphs, defined by Pl = O. 
However, it is always possible to fix the free variable y 
so that VI = O. Then the left-hand side of (2.2) is the 
p-generating function just for the closed graphs from 
which F(z) for the unrestricted graphs may then be 
obtained. In practice it is not possible to solve vI(Y) = 
o explicitly in terms of z for large q. However, it is 
still possible to obtain the g(p) for the unrestricted 
graphs from the g(p) for the closed graphs by the 
simple iterative method described in Sec. 4. 

It may also be noted that this transformation 
includes the monomer-dimer transformation as a 
special case. 4 This may be seen by setting Zr = 0 for 



                                                                                                                                    

1022 J. F. NAGLE AND H. N. V. TEMPERLEY 

r ~ 2. In this case v1(y) is only a quadratic equation 
and may be solved explicitly. 

The theorem (2.2) may also be thought of as 
describing what happens to a function F(z) when the 
space on which F is defined undergoes a transforma
tion Ty where v = Tyz. The transformation Ty (for 
arbitrary y) has the property that T; = (1 + y2)QI. 
Thus Ty may be redefined so that it is its own inverse. 
Further, a composition (multiplication) may be 
defined so that the set ofTy (plus a reflection R) form a 
group: T", 0 Ty is given by RTw and IV = (y - x)1 
(1 + xy). 

It is also useful to have the following corollaries to 
the theorem. 

Corollary 1: 

Q-l of(z) Q of(z) 
I(q - s)zs+1-- =ISZ.-l--· (2.4) 
s~o oz. s~l ozs 

Dividing (2.4) by NF(z), we obtain another corollary. 

Corollary 2: 

q-l 0 1 
I (q - S)ZS+l - - log F(z) 
s~o OZ, N 

q 0 
= I SZs_1 - 01 N) log F(z), (2.5) 

,~1 oz, 
where 

(lIN) log F(z) = log Zo + ~ gl(P) II G:f· (2.6) 

When Lq is a lattice with periodic boundaries, gl(P) 
is the coefficient of Nl in g(p) (see Ref. 1). 

These corollaries exhibit the result in a particularly 
simple and appealing way. In fact, one may prove 
Corollary 1 in a straightforward manner. The idea is 
to consider all graphs G with e edges in F. Then, the 
left-hand side of (2.4) tells one in how many ways 
one can add a "half-edge" to G. (A "half-edge" is a 
line ending at one vertex only. If we add a half-edge 
to a vertex of degree s, we change it to a vertex of 
degree s + 1, leaving all others unchanged. Of course, 
the half-edge may be attached to a vertex of degree 
zero.) Now consider graphs G' in F which have e + 1 
edges. The right-hand side of (2.4) tells one in how 
many ways one can delete a "half-edge" from a 
graph Gr. Clearly the number of pseudographs with 
e + t edges must be the same according to both 
computations. Although this proof is fully rigorous, 
we present a more systematic way of proving the 
theorem and the corollaries in the next section. 

It may also be mentioned that Corollary 2 is in the 

most useful form for applications to statistical 
mechanics, since it is usually the free energy per ver
tex, AIN = -(kT(N) log F(z) which is required. 

3. PROOF OF THE THEOREM 
AND COROLLARIES 

We suppose the graph to be decomposed into 
individual vertices by dividing each edge. Each 
vertex then has 0, I, ... ,q half-edges attached to it. 
For each vertex i there are 2q vertex configurations ~i 
as shown in Fig. 1 for q = 3. The first vertex configura
tion ~i corresponds to a vertex of degree zero. The 
next q vertex configurations correspond to a vertex 
with one half-edge attached to it. The next q(q - 1)/2 
ver~ex configurations correspond to a vertex with two 
half-edges, and so on. Next, we define a labeling 
function 

b(~i) = zrf, if ~i has r half-edges. (3.1) 

Also, for each edge ij in Lq we define a half-edge 
function on ~ i or ~ j: 

Cij(~i) = y, if ~i has no half-edge on edge ij of Lq , 

= - y-\ if ~i has a half-edge on edge ij of Lq • 

(3.2) 
Now consider 

N 

Q = I IT [1 + cil~i)Cji(~j)] IT b(~i)' (3.3) 
e edges i~1 

where the first product is over all edges ij in Lq , the 
second product is over all vertices in Lq , and 
the summation is a 2aX-fold summation over all 
combinations of vertex configurations for all N 
vertices. Each term in this summation is conveniently 
described as a vertex complexion. 

First we observe that 

I + Cij(~i)Cji(~j) = 1 + y2, if neither ~i nor ~j has a 
half-edge on edge ij, 

= 1 + y-2, if ~i and ~i each have a 
half-edge on edge ij, 

= 0, otherwise. (3.4) 

Thus a particular one of the 2q vertex complexions 
gives a nonzero contribution to Q if and only if it 
corresponds to a permissible subgraph G of Lq. 
(That is, dangling half-edges are not allowed in Q.) 

2 3 4 5 6 7 8 

FIG. 1. The half-edge vertex configurations for q = 3. 
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Now, for a particular vertex complexion correspond':. 
ing to a subgraph G with e edges and partial descrip
tion p we have 

II [1 + ciMi)Cji(; i)] = (1 + y-2)"(1 + y2)(qN/2)-e. 
edges (3.5) 

Also from (3.1) we have 
N q 

II b(~i) = y2e II z~· = y2ew(p, z) (3.6) 
i~l s~o 

because there must be 2e half-edges in a graph with e 
edges. Therefore, summing over all subgraphs G £ 

LQ , we have 

Q = L (1 + y2)QN/2W(p, z) 
ar;L. 

= (1 + l)QN/2 L g(p)w(p, z) = (1 + l)qN/2F(z). 
p 

(3.7) 
This is the first half of the theorem. 

Next we obtain the second half of the theorem. 
Consider the expansion of IIi<j [1 + Ci;(;i)Cji(;j)] 
into its 2qN/2 -terms. Each term corresponds to a weak 
subgraph G of Lq as follows: The subgraph G is said 
to contain the edge ij if and only if the term corre
sponding to G in the expansion has the factor 

Ci;( ~i)Cji( ;;). 

Now we wish to obtain the contribution to Q of the 
term corresponding to G. This will be called the weight 
w(G) of G. Because each cu( ~i)Cji( ;;) is factorable the' 
factors dependent on ~i may be grouped together for 
each i, and we may write 

N 2· 

w(G) = II L b(~i) II Ci;(~;)' (3.8) 
i~l si~l j 

where the last product is over all j such that the edge ij 
is in G. The summation in Eq. (3.8) may be performed 
for an arbitrary vertex i of degree sin G; the result is Vs 

given by Eq. (2.3). To show this we first consider the 
vertex i to be of degree zero, i.e., ~i = 1. Then 
b(~i) = Zo and all s of the Ci;(~i) = y. In general, for 

all e) of the ~i with r half-edges, b(;i) = Zr' Also 

there are (;:=:) G) of the ~i with r half-edges 

which have precisely t of their half-edges on the s 
edges of G incident to vertex i. This explains the 
general term in Vs in Eq. (2.3). Thus 

q 

w(G) = II v~' = w(p, v), (3.9) 
s~o 

where p describes G. By the definition of w(p, v), 

Q = L g(p)w(p, v) = F(v), (3.10) 
p 

and the theorem, Eq. (2.2), follows from Eqs. (3.10) 
and (3.7). 

We next give a formal proof of the corollaries. 
Starting with Eq. (2.2), we take the derivative with 
respect to y, holding z fixed, and then take y = 0. 
Thus we have 

i OVs of(v) I = 0. 
s~o oy OVs y~o 

(3.11) 

From Eq. (2.3) we find that 

and 

oVs \ = (-1)'[(q - S)ZS+l - SZ8_1] 
oy y~o 

VslY~o = (-1)'Z8' 

(3.12) 

Therefore, remembering that Lodds P8 is always even, 
Eq. (3.1 I) becomes 

q of(z) 
L[(q - S)ZS+l - SZS-l]-::1- = 0, (3.13) 
s~o UZ, 

and Corollary 1 is proved. 
Corollary 2 follows by dividing Eq. (3.13) by NF(z). 

Also, if Lq is a lattice with periodic boundaries so that 
every g(p) is a polynomial in N with lowest power Nl, 
then, by expanding the exponential function of N 
times the right-hand side of Eq. (2.6), one sees that 
gl (p) is the coefficient of Nl in g(p). 

This method of proving the corollaries, especially 
when setting y equal to zero, suggests that they may 
be weaker than the theorem. However, it is possible 
to show that Eq. (2.5) holds also when F(z) is replaced 
by F(v) for any value of y. Then one may retrace one's 
steps to regain Eq. (2.2). Therefore Corollary 2 is 
actually equivalent to the theorem, and Corollary I 
undoubtedly contains the same amount of information. 

4. ITERATIVE SOLUTION 

The purpose of this section is to describe a simple 
iterative procedure for obtaining numbers from the 
preceding theoretical results. As was mentioned in 
Sec. 2, the necessity for having some such procedure 
is due to our inability to solve v1(y) = ° for general z 
and q. 

First let us define v = L';~IPs to be the number of 
proper vertices in subgraphs G. (See the discussion at 
the beginning of Sec. 2.) Also let us rewrite Eq. (2.4) 
as 

[L(z) - R(z)]F(z) = 0, (4.1) 

where R(z) and L(z) are the differential operators 
which appear on the right- and left-hand sides, 
respectively, of Eq. (2.4). If we relate ps- to p by 

p8- = (Po,'" ,P8-1 + l,ps - 1,'" ,Po), (4.2) 
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~
[(V~e+ll] R(v+I,e+ll 

(v,e •. pJ 
L L 

[<V-I, ell [<v, ell 

(20) (2b) 

FIG. 2. Figure 2(a) is a schematic representation of Eq. (4.6), and 
FIg. 2(b) IS a schematic representation of Eq. (4.7). 

then 
q 

R(z)w(p, z) = I sPsW(pS-, z). (4.3) 
s=o 

Also let 

pH = (Po,' .. ,Ps - I,PHI + 1,'" ,Pq)' (4.4) 

Then 
q 

L(z)w(p,z) = I(q - s)Psw(ps+,z). (4.5) 
8=0 

As was mentioned in Sec. 2, if p describes graphs with 
e edges, then pH and pS- in Egs. (4.2) and (4.4) 
describe "pseudographs" with e + 1 and e - 1 
edges, respectively. Also, if p describes graphs with 
to (proper) vertices, then pR+ for s ~ 1 and pS- for 
s ~ 2 describe pseudographs with to vertices; but 
pOe and pI- describe pseudographs with v + 1 and 
v-I (proper) vertices, respectively. 

Let us consider a particular p which now is taken to 
describe pseudographs with e + 1 edges and v 
vertices. By Egs. (4.2)-(4.5), the coefficient of w(p, z) 
in Eg. (4.l), which must be zero, comes from L(z) 
operating on Is g(pS-)w(pS-, z) and R(z) operating on 
Is g(p8+)W(pH, z), where again pS- and pS+ are given 
by Egs. (4.2) and (4.4), but where they now describe 
graphs with e and e + 1 edges, respectively. Also 
pI- has v-I vertices, po+ has v + 1 vertices, and the 
other pS'" have v vertices. Figures 2(a) and 2(b) show 
this schematically. Now if we know all the g(pS-) and 
all the g(ps+) except for g(po+), then the latter can be 
calculated from g(po+) = (PI + 1)-1 coeff of w(p, z) in 

q q 

L(z) I g(pS-)w(pS-, z) - R(z) I g(pS+)W(pH, z). (4.6) 
8=0 8=1 

It should be noticed that the g for closed weak graphs 
can never be obtained from the left-hand side of Eg. 
(4.6) because pO+ always has at least one vertex of 
degree one . 

. Si~ce po+ is an arbitrary nonclosed graph description 
wlthm the set of p's with v + 1 vertices and e + 1 
edges, it follows that all nonclosed g(p) where p has 
v + I vertices and e + 1 edges can be computed from 
Eq. (4.6), knowing only the g(p) where p has v vertices 
and e or e + 1 edges and the g(p) where p has v-I 
vertices and e edges. Let us represent the partial 

summation I' g(p)w(p, z) in the following ways, 
depending on the p's summed over: 

(a) (v, e), if the summation is over all nonclosed 
p and where p has v (proper) vertices and e 
edges; 

(b) [v, e], if the summation is over all closed p 
where p has v vertices and e edges; 

(c) [(v, e)], if the summation is over all weak p 
where p has v vertices and e edges. 

Using this notation, the preceding remark may be 
represented as 

R(z)(v + 1, e + 1) = L(z)[(v - 1, e)] 

+ L(z)[(v, e)] - R(z)[(v, e + 1)], (4.7) 

where the equality holds only for those coefficients of 
w(p, z) where p has v vertices and e + 1 edges. 
Knowing the right-hand side of Eg. (4.7) determines 
(v + 1, e + I) in exactly the same manner as g(po+) 
is determined from Eq. (4.6). The analogous relation 
is shown schematically in Fig. 2(b). 

Now let us look at the broader picture. In Fig. 3 the 
possible weak-subgraph combinations of v and e for 
the triangular lattice are represented in coordinate 
form. Each filled circle, which represent pseudographs, 
is the terminus of four arrows [which have the same 
meaning as in Fig. 2(b)]. We now discuss three possible 
sequences which may be followed in determining the 
nonclosed g(p) or (v, e); the different sequences are 
appropriate to different problems. 

(1) The edge sequence. Suppose we know [(vn' e)] 
and [vn' e + 1] for all Vn' and we wish to find the 
(v n, e + 1). One starts by computing the (vn' e + 1) 
for the smallest Vn = vmin which may always be done 
using Eq. (4.7). Then one computes (vmin + I, e + 1) 
using (vmin , e + 1), and so on. This iteration may 

e 

6 

11/2 

5 

9/2 

4 

712 

:3 

5/2 

2 

3/2 

1/2 

a 2 3 4 5 6 

v 

~IG. 3. The coordinate representation of the various [(v, ell 
which may occur on the trIangular lattice (small v and e). The 
filled Circles represent pseudo graphs and the open circles represent 
graphs .. The arrows have the same meaning as in Fig. 2(b). The 
dotted hnes show constant e - v grouping. 



                                                                                                                                    

COMBINATORIAL THEOREM FOR GRAPHS ON A LATTICE 1025 

always be followed in computing the (Vn' e + 1) 
since the right-hand side of Eg. (4.7) involves only 
sets [(VT' es)] which have either fewer than e + 1 
edges or fewer than l'n vertices. 

(2) The vertex sequence. Suppose we know [(1', en)] 
and [1' + I, en] for all en and we wish to find the 
(1' + 1, en). One may compute the (v + I, en) in any 
order, using Eg. (4.7), since the right-hand side 
depends only on sets with fewer than u + I vertices. 

(3) The e - v sequence. Suppose we know [(vn' em)] 
and [un - 1, em] for em - Dn > e - v, and we wish to 
find the (vn' en,) with em - Dn = e - l'. One starts by 
computing (rn' em) for the smallest Vn and em where 
e - v = e - l' using Eg. (4.7). (This is always tn n , 

trivially zero.) Then one computes (vmin + I, emin + 1) 
using (v· e.), and so on. This procedure may nun' mill 

always be followed since the right-hand side of Eg. 
(4.7) involves only sets [(v" es)] with es - Vr ~ 

em - V n' and if the equality holds, then Dr < l' n' 

To conclude this section it may be mentioned that 
this iterative procedure has been programmed for the 
computer. The input data consists of the coordination 
number q and the closed graph g(p). It is not necessary 
to specify the nonclosed pO+ since these are generated 
automatically by the iterative procedure. The largest 
case tested to date is for all g(p) of the square lattice 
with e ::;; 12 or l' ::;; 10. The running time for this case 
is less than 15 sec. 

5. RELATION TO EARLIER WORK 

The use of vertex configurations and half-edges in 
this paper is reminiscent of the decoration transforma
tion considered in connection with the spin-t Ising 
problem by Temperley and others.7.1O In the decoration 
transformation each edge on the lattice is decorated 
with a new spin which interacts only with the two 
spins connected by the edge. The original partition 
function can be transformed to a new partition func
tion in which the configurations of the decorating 
spins are included also. This new partition function is 
given the following alternative definition. A (+ 1) 
decorated edge spin is designated as an occupied 
edge and a (- I) decorated edge spin is designated as 
an unoccupied edge, thereby transforming the 
original partition function into a weak-graph series. 
This latter also depends upon a vertex activity-tuple z 
which is partially determined by the requirements 
of the original problem. For example, Temperley7 
showed that for q = 3 

exp (4JjkT) = I + (C/B2), (5.l) 

10 M. E. Fisher, Phys. Rev. 113, 969 (1959); S. Naya, Progr. 
Theoret. Phys. (Kyoto) 11, 53 (1954). 

and in connection with the present work it has been 
shown that 

cosh (2mHjkT) = (AC - 2B3)/2(B2 + C)~. (5.2) 

The functions A, B, and C are defined as follows: 

A = z~ + 3zi + 3z~ + z~, 
B = ZOZ2 - zi + Z1Z3 - zL (5.3) 

C = (ZOZ3 - ZlZ2)2 - 4(ZOZ2 - Zi)(ZlZ3 - z~). 

It can easily be verified that A, B, and C are in
dependent and that each of them can be substituted 
for F in Eq. (2.4). It follows from Lagrange's method 
that F(A, B, C) is the general solution of Eq. (2.4). 

Since Egs. (5.1) and (5.2) put two restrictions on z, 
and since it is only the ratios Zo: Z1: Z2: Z3 which are 
important, there is one free relation in z which is 
analogous to the free variable y in the present paper. 
Tempedey used this free relation in several ways; in 
particular, the usual weak-graph hyperbolic-tangent 
expansion and a weak-graph Mayer-like expansion 
were rederived. Another possibility not considered in 
that paper7 is to set Z1 = 0, in which case the Ising 
problem is transformed in one step to a closed weak
graph expansion. This is in contrast to the two-step 
approach of this paper in which the hyperbolic tangent 
expansion first reduces the problem to the weak-graph 
combinatorial problem; then the method of this 
paper further reduces it to the closed weak-graph 
combinatorial problem. A difficulty with the one-step 
decoration transformation is the finding of restrictions 
analogous to Eqs. (5.1) and (5.2) for general q. The 
problem of solving for the zs' even in a series expan
sion, is not simple either. Finally, the nonclosed weak 
g(p) provided by the method of this paper may be 
used for purposes other than the high-temperature 
spin-i Ising problem. Thus the two-step approach of 
this paper seems to divide the problem in a useful 
way, in comparison to the earlier work. 

A theorem due to Sykes transforms the particular 
weak-graph combinatorial problem associated with 
the Ising spin-i high-temperature zero-field suscepti
bility into a closed weak-graph combinatorial prob
lem. 6 This theorem was first conjectured by Sykes 
upon noticing certain regularities in the series; the 
only proof known is rather involved.ll In contra
distinction to this, the use of our theorem enables 
one to prove the susceptibility graph theorem in an 
exceedingly straightforward way, as we now show. 

Let w = tanh K and T = tanh L, where K = J/kT 
and L = mH/kT. Then the zero-field susceptibility is 
proportional to 

Xo(w) oc (l/N)(a2jaT2) log F(z)lr=o, (5.4) 

11 M. F. Sykes (private communication). 
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where 
z, = W'/2, if r is even, 

= TW'/2, if r is odd. (5.5) 

Let a = q - 1. Then, from Eqs. (2.3) and (5.5), 
we have 

VI = Y + Twl[ay2 - 1] + w[(a(a - 1)/2)y3 - ay] 

+ terms of order y2 or higher. (5.6) 

We require that VI = ° for all T in order to have a 
closed weak-graph series-expansion. When T = 0, 
Y = ° solves Eq. (5.6). Expanding away from this 
solution for small T, to first order in T we have 

y = TW!/(l - aw). (5.7) 

N ow let us write down the other Vs to order T2 or y2, 
since this is all that is needed after taking a2/(h2IT~0: 

V2n+1 = wn(2n + l)y - TWn+! 

- wn+1(q - 2n - l)y (5.8) 
and 

V2n = wn- 1 C;) l - wn- k2nTY 

+ wn(l - 2n(q - 2n)l) 

+ wn+t(q _ 2n)TY + wn+l(q ~ 2n)l. (5.9) 

As T and y approach 0, V 2n+1 goes to zero linearly 
with T or y, and V2n approaches wn • 

Using Eq. (2.6), we have 

(I/N) log F(z) = -(q/2) log (l + y2) + log Vo 

+ (I/N) log F(x), (5.10) 

where x = (xo, ... , xs ' ••• , Xq) and Xs = vs/vo. Per
forming the two differentiations on the first two terms 
on the right-hand side of Eq. (5.10) and setting 
T = ° gives us 

XB = qw/(l - aw), (5.11) 

which is the Bethe approximation for the susceptibility. 
Next consider graphs in F(x) with vertices of odd 
degree. Since each vertex of odd degree goes to zero 
linearly as T approaches 0, the contribution of such 
graphs to XO will vanish unless each vertex factor 
x2n+1 is differentiated. Since there are only two 
differentiations available, there must be, at most, two 
vertices of odd degree. (Of course, there are no 
graphs with one vertex of odd degree.) Each of the 
differentiations yields 

(aX2n+l/aT)T~0 = wn+12n(l + w)/(I - aw). (5.12) 

Remembering that we have two such derivatives to 
take, we find the weight for graphs with two odd 
vertices of order 2nl + I and 2n2 + 1 to be 

w'(1 + w)28n1n2/(1 - aw)2, (5.13) 

where the additional w factors come from the vertices 
of even degree. 

Next consider the so-called nonmagnetic graphs with 
all vertices of even degree. Clearly, from Eq. (5.9), 
both differentiations must operate on the same factor 
x2n to give a nonzero contribution to Xo(w). Thus we 
compute 

(a2X2n/aT2)T~0 = [wn/(1 - aw)2] 

X [2n(2n - 2)(1 + W)2 - 4n(1 - w2)]. (5.14) 

The contribution of all vertices must be considered 
to give us the following weight of nonmagnetic 
graphs: 

[w e/(1 - aw)2{ (1 + W)2 s~ s(s - 2)ps - 2(1 - w2)e J 
(5.15) 

We may now add together all the contributions to 
give 

Xo(w) 

= (1 - aw)-2[ qw(l - aw) - 2(1 - w2) ~' g(p)ew' 

+ (1 + W)2!' g(p)w' ! s(s - 2)ps 
p s 

+ 2(1 + W)2 ~" g(p)w'(s; - l)(sj - 1)J (5.16) 

The first term in the brackets comes from Eq. (5.11). 
The second term comes from the second part of 
Eq. (5.15); and, accordingly, the primed summation 
is only over nonmagnetic graphs; this term differs 
notationally from Sykes's -2vU(v) by qw2. The third 
term in Eq. (5.16) comes from the first part of Eq. 
(5.15). The final term in the brackets in Eq. (5.16) 
comes from Eq. (5.13), where now the summation is 
over all p with precisely two vertices of odd degrees 
S; and Sj . It can now be verified that (5.16) is equivalent 
to the counting rules conjectured by Sykes, with the 
trivial difference of a constant term of unity. 

It would also be possible to derive a similar theorem 
for higher zero-field derivatives with respect to T. 

However, there is no longer much need for this kind 
of theorem, since the necessary graphical information 
is obtainable directly from the iterative solution 
described in Sec. 4. 
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The introduction in physics of a finite geometry approximating the ordinary Euclidean one poses the 
problem of studying the relativity groups over such a geometry. We present a detailed analysis of the 
structure and irreducible representations of the rotation, Lorentz, and Poincare groups. It is found that, 
besides the usual quantum numbers, a new two-valued label is necessary to specify the representations. 

1. INTRODUCTION 

It has been pointed out that, in principle, there are 
no fundamental objections to the idea of building up a 
description of physical phenomena by taking the 
space-time coordinates from a finite field instead of 
taking them, as usual, from the real-number field. 
The finite geometry so generated may contain a 
subset approximating, with an unlimited accuracy, 
the ordinary Euclidean geometry. The last has been 
experimentally tested from distances of about 10-14 cm 
to distances of about 1028 cm; the corresponding 
minimum order p of the finite field has been roughly 
estimated as 101081.1 

The aim of the present paper is to investigate the 
general features of the simpler relativity groups in the 
framework of a finite geometry built over a finite 
field GF(p). This problem has not been investigated 
in detail in the studies of various authors2- 4 who have 
attempted the introduction of finite geometries in the 
field of physics; an analysis of an extension of the 
four-dimensional orthogonal group has been done by 
Coish,2 who tentatively suggested a geometrical 
interpretation of the electric-charge quantum number. 

(n Sec. 2 we quote some relevant properties of 
finite fields, also called Galois fields after Evariste 
Galois who first attempted their systematic study. 
Sections 3 and 4 are devoted to the analysis of the 
structure and representations of the rotation group, 
while in Secs. 5 and 6 the analysis is extended to the 
Lorentz and Poincare groups. 

1 G. Jarnefelt, Ann. Acad. Sci. Fennicae, Ser. A, I, No. 96 (1951). 
The problem of defining a metric in a geometry over a finite field 
has been extensively examined by G. Jarnefelt and P. Kustaanheimo, 
Pub\. Atron. Obs. Helsinki, No. 32, (1952); P. Kustaanheimo, 
Rendi. Mat. 16,286 (\957); Pub\. Astron. Obs. Helsinki, No. 52 
(1957) and Math. Scand. 5,197 (1957); Pub\. Astron. Obs. Helsinki 
No. 54 (1957). 

2 H. R. Coish, Phys. Rev. 114, 383 (1959). 
3 Y. Ahmavaara, J. Math. Phys. 6, 87 (1965); 6, 220 (1965); 

7,197 (1966); 7, 201 (1966). 
4 I. S. Shapiro, Nuc1. Phys. 21,474 (1960). 

2. GALOIS FIELDS5 

Let us recall that a set of k elements X o, Xl' ... , X k- l 

is said to form a finite field GF(k) of order k if it is 
closed under two operations Xi + Xj (addition) and 
xix j (multiplication), satisfying: 

A. Xi + Xj = Xj + Xi' 

Xi + (Xj + Xl) = (Xi + Xj) + Xl; 

B. a unique element exists having the properties of 
"zero" under addition; without loss of generality we 
may identify it with Xo and write Xi + Xo = Xi' 

V Xi: the element Xo will also be denoted by 0; 
C. for every Xi' a unique element Xj exists such that 

Xi + Xj = Xo; the element Xj will also be denoted by 
-Xi; 

D. XiX j = XjX i , Xi(XjX I ) = (XiXj)X I , 

X/Xj ± Xl) = XiX j ± XiX I ; 

E. a unique element exists having the properties of 
"unity" under multiplication: without loss of gener
ality, we may identify it with Xl and write XiX 1 = Xi' 

V Xi: the element Xl will also be denoted by 1 ; 
F. for every Xi ~ Xo a unique element Xj exists 

such that xix j = Xl: the element Xj will also be 
denoted by XiI or Ilxi • 

Finite fields exist only of order k = p", p being a 
prime, 11 an integer: moreover all finite fields of the 
same order are isomorphic so that a finite field is 
uniquely determined by the number pI! of its elements. 

The elements of GF(p") defined by the sequence 

X o, Xl, Xl + Xl' Xl + Xl + Xl' ... 

are called integral marks and will be denoted by 
0, I, 2, 3, ... ; it may be shown that there are only p 
integral marks, namely 0, I, 2, ... , p - I. The nota
tion mx, m being an integer and X E GF(pn), used as a 

5 For an exhaustive treatment of the Galois field theory, see, 
e.g., L. Dickson, Linear Groups (Dover Publications Inc., New 
York, 1958). 

1027 
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short hand for x + x + ... + x (m times), 
individuates the same element when m is considered 
an integral mark and mx is a product in GF(pn). The 
following relation holds: 

px = 0, "Ix E GF(pn). (2.1) 

Any element x of a finite field of order pn satisfies 
the relation (Fermat's theorem) 

Xpfl = x, X E GF(pn). (2.2) 

Of course a relation Xl = x with 1 < pn may be 
fulfilled for suitable x; however, in any GF(pn) there 
exists at least one element (called a primitive root) 
such that I, w, w2,' •• ,wPfl

-
1 are all different and 

span the whole field. 
The elements of GF(pn) which are even powers, or 

respectively odd powers, of a primitive root are called 
"squares," or respectively, "not-squares"; the element 
Xo is not recognized either as a square or a not-square. 
The number of squares is t(pn - I) and the same is 
the number of not-squares. 

Let us now briefly comment on the problem of 
building up an ordering in GF(pn) , i.e., a notion of 
"greater than" and "smaller than" for the elements of a 
finite field. The property of being a square or a not
square is combined under multiplication according 
to the sign rule: in this respect, squares and not
squares behave like positive and negative numbers, 
respectively. Thus, for any two elements Xi' Xi E 

GF(pn), we may state 

Xi is greater than Xi (Xi> Xi)' 

if Xi - Xi is a square, 

Xi is smaller than Xi (Xi < Xi)' 

if Xi - Xi is a not-square. (2.3) 

The ordering so defined is in general not transitive; 

in fact from Xi > Xi' Xj > Xl we cannot deduce, by 
Eq. (2.3), Xi > Xl' Though transitivity cannot be 
ensured for the whole field, it may be established for a 
subset E of G F(pn). This problem has been worked out 
in detail for the case n = I, to which we shall mainly 
refer in the following since it avoids unessential 
complications and leads to the same kind of result 
(concerning the structure of the relativity groups and 
of their representations) which would be obtained for 
arbitrary n. It is easily seen that the field GF(p) may 
be realized by the integers 

_p-l 

2 
_p - 3 ... 

2 
p-3 -101 .. , --, " , 2 

p - 1 

2 
(2.4) 

assuming as addition and multiplication the usual 
arithmetical operations and taking the result "modulo 
p." Under suitable restrictions on the choice of the 
order p,6 which are of the kind 

p = 4/- 1, 1 INTEGER, (2.5) 

the transitivity of the ordering (2.3) may be ensured 
over a chain E of consecutive integers containing 
about N = In p elements, and the element (-1) may 
be made not-square (this implies that if X is a square, 
-x is a not-square and vice versa). The finite geometry 
constructed by taking the coordinates in GF(p) will 
contain, corresponding to the subset E, a finite lattice 
which may approximate the observed physical space; 
by allowing N to be suitably large, the accuracy of this 
approximation could be made arbitrarily large. 

We now want to point out that when the real number 
field is replaced by GF(p), the complex number field 
is most naturally replaced by GF(p2). Of course 
GF(p) c GF(P2) and it may be shown that all elements 
of GF(p) are squares in GF(P2). This implies that the 
integral marks are squares in G F(p2). In particular, 
the element (-1) which is not-square in GF(p) be
comes a square in GF(p2): thus there exists an element 
of GF(p2), formally denoted by i, such that 

i 2 = -1, i E GF(p2), 

(-1) not-square in GF(p). (2.6) 

Now consider the set of p2 pairs (x, y), X E GF(p), 
Y E GF(p) and introduce the two operations: 

(Xl' YI) + (x2, Y2) = (Xl + X2 , YI + Y2), 

(Xl' YI)(X2, Y2) = (XIX2 - YIY2, X1Y2 + X2YI); 

(2.7) 

it is easily verified that this set, with these operations, 
is a finite field, and it is actually GF(p2), owing to the 
uniqueness of Galois fields of given order. Due to 
Eq. (2.6), the elements of GF(p2) may also be written 
as 

Z = X + iy, Z E GF(p2), x,Y E GF(p) (2.8) 

with the operations: 

Zl + Z2 = Xl + X2 + i(YI + Y2), 

ZlZ2 = XIX2 - YIY2 + i(xlyz + xzyt). (2.7') 

In order to define complex conjugation, one first 
remarks that from (2.2), (2.5), and (2.6), it follows 
that 

i P = -i. (2.9) 

6 P. Kustaanheimo, Soc. Sci. Fennicae. Comm. Phys. Math. 15, 
19 (1950). 
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Furthermore, one gets 

(x + iy)P 

= x P + (iy)P + II (P)xm(iy)p-m 
m=l m 

. P~l [(P - 1) ... (p - m + 1)] 
= x - ly +.::.. P 

m=l m! 
x xm(iy)p-m, (2.10) 

where the square bracket appearing in the last sum is 
an integer q since p is prime and (;;,) is integer: hence 
from Eq. (2.1), 

(x + iy)p = x - iy. (2.11 ) 

From Eq. (2.2), it follows that (xP)P = Zp2 = z and 
one may state, according to Eq. (2.11), that in GF(p2) 
the complex conjugate z* of an element z is its pth 
power: 

z* = zp. (2.12) 

We finally quote some results about quadratic 
equations which will be needed in the next sections. 

The number v of sets of solutions (Xl' x 2 , ••• , x 2m) 

in GF(pn) of the equation, 

CIX~ + C2X~ + ... + c2mx~m = d, m integer, 

(2.13) 

where Ci and d are nonzero elements of GF(pn) , is 
given by 

v = pn(2m-l) _ '1}p"(m-l) , (2.14) 

where 'I} is + 1 or -1 according as (-l)m CI C2 ••• C2m 

is a square or a not-square in GF(pn).7 In particular, 
we notice that the equation x~ + x~ = -1 has p + 1 
solutions in GF(p): the possibility of solving such an 
equation is connected with the lack of ordering over 
the whole field GF(p). 

The number v of sets of solutions (Xl, x 2 , ••• ,x2m+l) 

in GF(pn) of the equation, 

c1xi + C2X~ + ... + c2m+lx~m+l = d, m integer, 

(2.15) 

where Ci and d are nonzero elements of GF(pn) , is 
given by 

where w is + 1 or -1 according as 

( - 1)m dCI c2 ••• C2m+l 

is a square or a not-square in GF(pn).7 

3. PROPER ROTATION GROUP 

(2.16) 

In the three-dimensional space, whose points have 
coordinates Xl' x 2 , X3 E GF(p), consider the group of 

7 See Ref. 5, p. 47,48. 

invertible linear substitutions, 

x; = 2 rijx j , r ij E GF(p), (3.1) 
i 

satisfying 

X~2 + X~2 + X~2 = x; + x~ + xi. (3.2) 

Denoting by r the 3 X 3 matrix whose elements are 
the coefficients rij introduced in (3.1), it is immediately 
seen that Eq. (3.2) implies and is implied by 

rTr = 1 (Tmeans transposition). (3.3) 

From Eq. (3.3) we get det r = ± 1; the subgroup 
corresponding to det r = + 1 will be denoted by 
R(3, p) and called proper rotation group. The order 
QR(3.V) of R(3,p) is found to be 

(3.4) 

R(3, p) may be generated by the transformations8 : 

{

x: = aXi + bx j , 

OJ~/) = x; = -bxi + ax;, 

x;=x/' i¥-i,j, 

a, b E GF(p), a2 + b2 = 1, (3.5) 

in analogy with the usual rotation group. The last is 
most conveniently studied looking at its covering 
group SU2 ; we now examine what is the corresponding 
situation for R(3, p). Let S U( ±) (2, p2) be the set of the 
2 X 2 matrices 

u = ao1 + i'i,a10'1 : ao, a1 E GF(p), det u = ±I, 

(3.6) 

where i E GF(p2) is given by Eq. (2.6), 1 is the 2 x 2 
unit matrix, and Uz are the Pauli matrices. 

The matrices u thus have elements in GF(p2) and 
satisfy the relation 

utu = uut = (det u)1, (3.7) 

where ut is the Hermitian conjugate of u, complex 
conjugation being given by Eqs. (2.11) and (2.12). 
SU(±)(2,p2) is a group under matrix multiplication: 
by restriction to the matrices having det u = 
+ I, we get a subgroup SU(+)(2, p2). The order of 
these groups follows from Eq. (2.14) (notice that 

det u = ag + a~ + a~ + a~): 
QSU(+)(2.p2) = p(P2 - 1), 

QSU(±)(2.p2) = 2p(P2 - 1). 

We may now state: 

(3.8) 

Proposition 1,' There is a 1 to 2 homomorphism of 
R(3,p) onto SU(±)(2,p2); the subgroup SU<+)(2,p2) 

8 See Ref. 5, Chap. VII. 
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individuates a subgroup R<+) (3, p) of R(3, p) having 
order tpCp2 - 1) and being formed by all rotations r 
such that 1 + Sp(r) is a square in GFCp). 

The proof of this proposition rests on the explicit 
construction of the homomorphism: let us first 
consider R<+)(3,p) and SU(+)(2,p2). To every r E 

R<+)(3,p) we may associate two matrices ±u E 

SU<+)(2,p2) by means of the formulas 

ao = HI + Sp(r)]l, al = HI + Sp(r)]-l ~ Ejklrjk, 
jk 

r E R(+)(3, p), (3.9) 

where Ejkl is the Levi-Civita tensor and the square 
roots are defined in GFCp) since 1 + Sp(r) is assumed 
to be a square for every r E R<+)(3, p). From (3.9) one 
easily checks det u = + 1, taking into account the 
identity Sp(r2) - [Sp(r)J2 + 2Sp(r) = 0 which holds 
for any r E R(3,p). Conversely, to every 

u E SU<+)(2,p2) 

we may associate a rotation r E R<+)(3,p) by means 
of 

r jk = !Sp(f1jU(}kUt) = t Sp(f1jUf1kU-I
), 

u E SU<+)(2,p2); (3.10) 

of course u and -u give rise to the same rotation. 
From (3.10) one easily checks that 1 + Sp(r) = 

(2ao)2, i.e., a square in GFCp). 
We remark that R<+)(3,p) is generated by the 

transformations (0~·b)2 and Olib . oab where a b range 
1,,1 1,J kl , 

over all solutions of a2 + b2 = 1 [see Eq. (3.5)], 
while a, h is a particular solution of this equation such 
that 0:: extends the group generated by (0~1)2 into the 
group generated by Ofl.8 In fact, the rotations (Ofb)2 
and 0:: . O~f satisfy the condition 1 + Sp(r) = 1 a~d 
generate a group of the same order as R<+)(3,p). 

We now come to the subset RH(3,p) of R(3,p) 
composed of the rotations for which 1 + Sp(r) is a 
not-square in GFCp), i.e., -1 - Sp(r) is a square, 
since (-1) is a not-square in GFCp). To every r E 

RH(3,p) we associate two matrices ±u, belonging to 
the subset SUH(2,p2) of SU<±)(2,p2) composed of the 
matrices (3.6) for which det u = -1, by means of 

ao = t[-l - Sp(r)]l, 

al = -t[ -1 - Sp(r)]-l ~ Ejklrjk, r E RH(3,p). 
jk 

(3.9') 

Conversely, to every u E SUH(2, p2), the formula 

rik = -tSp(f1j Uf1k ut) = tSp(f1j Uf1kU- I ), 

u E SUH(2, p2), (3.10') 

associates a rotation belonging to RH (3, p): actually 

1 + Sp(r) = -(2ao)2, i.e., a not-square in GFCp). 
Of course u and -u determine the same rotation. 

It is easily verified that the correspondences 
(3.9), (3.10), (3.9'), and (3.10') between R(3,p) and 
SU<±)(2,p2) satisfy the product rules u(rr') = u(r)' 
u(r') (apart from a sign ambiguity) and r(uu') = 
r(u) . r(u'); this completes the proof of Proposition 1. 

4. REPRESENTATIONS OF R(3,p) 

To proceed further in the analysis of the group 
representations, we now find the number of equivalence 
classes in R(3,p) making use of the homomorphism 
with SU<±)(2,p2); by known properties of finite 
groups, this number is equal to that of inequivalent 
irreducible representations. Let [u] be the class of 
equivalence associated to u E S U< ±) (2, p2); it is formed 
from the matrices 

v = tut-I, "It E SU<±)(2,p2). (4.1) 

Of course Sp(v) = Sp(u) and det v = det u, so that the 
spur and the determinant are necessary to determine 
an equivalence class. Actually they are also sufficient; 
in fact, from Sp(u') = Sp(u) and det u' = det u, one 
may prove the existence of a iESU<±)(2,p2) such 
that 

u'i = iu, (4.2) 

thus ensuring [u'] = [u]. Putting i = bo1 + i! bl f1 l , 

I 

one obtains from (4.2) a system of four homogeneous 
equations for bo, bI , b2 , b3 ; for this system, the 
determinant of the coefficients and all third-order 
minors vanish, due to the conditions Sp(u') = Sp(u) 
and det u' = det u. Thus one may give arbitrary 
values to two unknowns, say bo and bI , expressing 
b2 , b3 as a linear homogeneous combination of them. 
The further condition det i = ± 1 now takes the form 
coob~ + coIbobI + cllb~ = ± 1, Cij E GFCp), which can 
be reduced by a linear homogeneous substitution 
belonging to GFCp) to the form (2.13) with m = 1; this 
proves the existence of matrices iE SU<±)(2,p2), 
satisfying Eq. (4.2) [their number is given by Eq. 
(2.14)]. Therefore, an equivalence class [u] in 
SU<±)(2,p2) is uniquely determined by the values of 
Sp(u) and det u: the spur may clearly assume any value 
in GFCp), i.e., p different values, while the determinant 
may independently assume the two values + 1 and 
-1. Hence we conclude that SU<±)(2,p2) has 2p 
inequivalent irreducible representations. 

Since u and -u correspond to the same rotation, 
while [u] ¥- [-u], we may conclude that R(3,p) has 
p equivalence classes, i.e., p inequivalent irreducible 
representations. 
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In order to give an explicit realization of all in
equivalent irreducible representations, we shall adopt 
the standard Weyl's procedure, by introducing as a 
basis of the carrier space the homogeneous mono
mials in GF(p2), 

f;':)(~, 'Yj) = N~)~Hm'Yji-m: N~\~, 'Yj E GF(p2), (4.3) 

where j + m and j - m are both positive integer 
numbers, i.e., j and m are both integers or half
integers with - j ::::;; m ::::;; j, j ~ O. Writing 

u E SUW(2,p2) 

in the form 

u = [C(, ;3] = (_Cf~* (3 ) ; C(, (3 E G F(p2), 
C(* 

C(OC* + (3{3* = ± 1, 
the transformation 

T(O)(u)f;,;)(~, 'Yj) = N~) . (C(*~ - (3'Yj)Hm(;3*~ + rx'Yj)i-m 

= ~ D~;?~(u)f~j,)(~, 'Yj) (4.4) 
m' 

defines a representation of S U( ±) (2', p2) of order 
2j + 1 with D~',~~(u) E GF(p2) given by 

Dli;O) (u) = N~) min(j~,j-m') (j + In) ( j - In ) 
m ,m (j) L. k k ' N m' "~lllax'O.m-m') + In - m 

x rxi-m'-krx*Hm-k( -(3)";3*"-m+m'. (4.5) 

Due to the property (2.1), some matrix elements 
D~',~~(u) could be identically equal to the zero element 
of GF(p2) for those particular values of j, m', m which 
permit factorization of a binomial coefficient in (4.5) 
into the product of the prime p times an integer. 
(The binomial coefficients are integer numbers in the 
usual sense and mean iteration of addition in GF(p2). 
Alternatively, they may be thought as integral marks in 
accordance with what was said in Sec. 2.) Actually, it 
is easily seen that 

D~:~~(u) == 0, if j ~ ~(p + I), j > In ~ P - j, 

-j+p-l>In'~j-p+l, (4.6) 

while it is impossible to have D~\~~(u) == 0 if j ::::;; 
!(P - I). By use of Schur's lemma, which holds for 
algebraically closed fields, we now show: 

Proposition 2: The representation DU,O)(u) given by 
Eq. (4.5) is irreducible ifj ::::;; t(p - 1) and reducible if 
j ~ l(P + 1). 

Let AU) be a square matrix of order 2j + 1 defined 
in GF(P2) which commutes with the representation 
DU'O)(u); for the subgroup of SUI ±)(2, p2) formed by 
the diagonal matrices u = [Ol, 0] we get 

'At;) D (j,0) ([ 0]) 'DU,O) ([ 0]) (j) ~ m',m H m",m Cl, = "'- m',m" 0:, Am",m' (4.7) 
tn" m" 

and by use of (4.5) 

or, according to Eq. (2.12), 

A~!m(rxm-m')(p-l) - 1) = O. 

In order to have nonvanishing values of A~!,m for 
m' ¥- m we need, after Eq. (2.2), (m - m')(p - 1) = 
n(p2 - 1), i.e., m - m' = n(p + 1), n = ±1, ±2,'" , 
and this is possible if and only if j ~ i(P + 1). Thus, 
Eq. (4.7) gives rise to the conditions 

A~!,m = amDm'm' am E GF(p2), if j::::;; Hp - 1), 

A~!,m = amDm'm + bmDm'm-n(p+l) ' 

am' bm E GF(p2), if j ~ t(p + 1). (4.8) 

Consider first the case j ::::;; i(P - 1); the commuta
tion condition 

'" A(j) D li,O) (u) £. m',m" m",m 
mn 

= ~ D~;~~.(u)A~~.m Vu E SU(±)(2, p2) (4.9) 
mn 

reads 

amD~;~~(u) = am,D~;?~(u); (4.10) 

this ensures am = am' since D~\?~(u) is not identically 
zero. 

Thus AU) is a multiple of the identity and the first 
part of Proposition 2 is proved. Consider now the case 
j ~ t(P + 1): by choosing, e.g., bm = 0 in (4.8), Eq. 
(4.10) is still obtained, but, due to (4.6), one can 
freely assume am ~ am" for j> m ~ p - j, -j + 
p - 1 > m' ~ j - p + 1, so that a matrix AU) 

exists, which commutes with the representation 
D(j,O)(u), but is not a multiple of the identity. This 
completes the proof of Proposition 2. 

Thus, for j = 0, t, 2, t, ... , t(P - 1) the matrices 
DU,O)(u) given by (4.5) provide p inequivalent irre
ducible representations of SUI±)(2,p2), i.e., one half of 
the total number of representations we are looking for. 
On the contrary, these representations exhaust the 
inequivalent irreducible representations of the sub
group SUI+)(2, p2) (which indeed has p equivalence 
classes); in fact, the same procedure leading to 
Proposition 2 shows that D(j,O)(u), with j ::::;; t(P - 1), 
remains irreducible when restricted to SUI+)(2,p2). 

In order to construct all representations of SUI ±) 

(2, p2), let us put 

(4.11) 

It may be shown that for j::::;; t(P - 1), DU,V(u) is 
not equivalent to D(;'O) ;(u) an equivalence relation 
would imply the existence of a matrix BU) of order 
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2j + 1, defined in GF(p2), satisfying the relation 
B(i) D(LO)(u) = D(j,ll(u)B(i), which becomes 

BIi) DIi.O)(U) = Du.O)(u)B(i) 

when u is restricted to the subgroup SU(+)(2,p2); 
therefore B(i) should be a multiple of the identity 
owing to the irreducibility of DU.O)(u) thought of as a 
representation of SU(+)(2, p2), and this makes it 
impossible to satisfy the equivalence relation 

B(i)D(i.O)(u) = D<i·l)(u)B(j), 'flu EO SU(±)(2, p2). 

Furthermore, all we have said about the irreduc
ibility or reducibility of DU,O)(u) may be repeated 
without modifications for DU.l)(U) so that Proposition 
2 is still true when DU'O)(u) is replaced by DU.l)(U). 

The 2p inequivalent irreducible representations of 
SU(±)(2,p2) may thus be written in the form 

D(j,el(u) = (det u)D(j,O)(u); 

e = 0, 1, j = 0, t, 1, t, .. " Hp - I), (4.12) 

where D(j·O)(u) is given by Eq. (4.5). The general 
representation D(j·e)(u) operates on the carrier func
tions (4.3) according to [see Eq. (4.4)] 

T<e)(u)f;,:)(~, 'Yj) 

= N~~)(det uy· (ri.*~ - {J'Yj)i+m({J*~ + (X'Yj)i-m. (4.13) 

Owing to the 1 to 2 homomorphism of the rotation 
group R(3,p) onto SU(±)(2,p2), representations of 
R(3,p) may be deduced from DU.e)(u) by use ofEqs. 
(3.9) and (3.9'). By inspection ofEqs. (4.12) and (4.5), 
it is seen that 

(4.14) 

since u and -u correspond to the same rotation, one 
comes to the conclusion that all inequivalent irre
ducible representations of R(3, p) are obtained from 
(4.12) for integer values of the spin label j. Corre
sponding to the half-integer values of j, one obtains 
matrices which behave as representations of R(3, p) 
up to a sign ambiguity. The last property reproduces 
the situation occurring in the usual continuum case: 
the main novelty is the appearance of the two-valued 
label e. Hence two representations of the proper 
rotation group R(3,p) are obtained for each value of 
spin j. 

A closer analogy with the continuum case is 
obtained looking at the subgroup R<+)(3, p): its 
representations are deduced from (4.12) taking e = ° 
and are thus uniquely specified by spin j. 

One may finally remark that the extension to the 
rotation-reflection group may be done in the usual 
way: the group has the structure of a direct product 

of R(3,p) times the reflection group, which consists 
of the identity and of the inversion; the representa
tions are specified by a further two-valued label. 

5. PROPER LORENTZ GROUP 

Let us now consider the group of linear substitutions 
in GF(p): 

x~ = ~ [Il"X V ; fl, v = 0,1,2,3, Illv EO GF(p), (5.1) 

leaving invariant the quadratic form 

xg - xi - x~ - x5. (5.2) 

When restricted to the case det I = 1, these trans
formations form the proper Lorentz group L(4, p) 
over GF(p); its order is 

QL<4.P) = p2(P4 - 1). (5.3) 

It is easily shown that the invariance of (5.2) means 

L'l'gl = g, g = (~ -~ _~ ~). (5.4) 

o ° 0-1 

Notice that the usual splitting of the proper Lorentz 
group into orthochronus and nonorthochronus sub
sets does not hold any longer; this is because in a 
finite field the sum of two squares may be a not-square. 

We also need to introduce the subset S(4,p) c 
L( 4, p) of the special (or pure) Lorentz transformations 
satisfying 

s'l'=s, sEOS(4,p), (5.5) 

and we further split S(4,p) into the subsets S(+)(4,p) 
and S<-)(4,p) formed by those special Lorentz 
transformations such that 4 - Sp(S2) + [Sp(s)]2 is a 
square or, respectively, a not-square in GF(p). 

We may now set up an application of S<+)(4,p) over 
the set H<+)(2, p2) of the 2 x 2 Hermitian matrices 

h = c01 + ~ clal ; Co, c l EO GF(p), deth = 1, (5.6) 
I 

by means of 

Co = {4 - Sp(S2) + [Sp(s)J2}-~Sp(s), 
cl = 2{4 - Sp(S2) + [Sp(s»)2}-ksOl' s EO S+(4, p) 

(5.7) 

and making the pair ±h to correspond to the same s. 
Conversely, to every h E H(+)(2, p2) we may associate 
a special Lorentz transformation S E S(+)(4, p2) by 
means of 

SIlV = "§Sp(aJ1<Tvh); <To = 1, h EO H<+)(2,p2); (5.8) 

of course hand -h give rise to the same s. 
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Similarly, we may set up a 1 to 2 application of 
S(-)(4,p) over the set HH(2,p2) of the 2 X 2 Hermit
ian matrices 

h = co1 + LC!O'!; co,c!EGF(p), deth = -1, 

(5.6') 
by means of 

Co = -{ -4 + Sp(S2) - [Sp(S)]2}-!Sp(s), 

c! = -2{ -4 + Sp(S2) - [Sp(s)]2}-!SO!' 

S E S(-)(4,p), (5.7') 

SIlV = -tSp(O'llhO'vh), hE HH(2,p2), (5.8') 

where hand -h correspond to the same s. 
Of course S(4,p) and H(2,p2) = H(+)(2,p2) U 

HH (2, p2) do not have a group structure; neverthe
less, one may check 

hess') = h(s)h(s'), whenever s, s', ss' E S(4,p), 

s(hh') = s(h)s(h'), whenever h, h', hh' E H(2, p2) 

(5.9) 

(apart from a sign ambiguity in the first equality). 
Takingintoaccountthatdeth = c~ - c; - c~ - c;, 

it is seen, from Eqs. (2.13) and (2.14), that H<+l(2,p2) 
and H(-) (2,p2) bothcontainp(p2 + 1) matrices; hence, 
the number of special Lorentz transformations is 

0S(4.1l) = p(P2 + 1). (5.10) 

By inspection of Eqs. (3.4), (5.3), and (5.10), the 
relation 

0L(i.1l) = 0S(4.1l)OR(3.1l) (5.11) 

follows. Actually we may state: 

Proposition 3: Every IE L(4, p) may be decomposed, 
in a unique way, into the product 

I=s'r; sES(4,p), rER(3,p). (5.12) 

[Of course, by r E R(3,p) we mean here a particular 
Lorentz transformation satisfying rTr = 1, '00 = + 1, 
i.e., a 4 X 4 matrix for which rOil = (lOll while the 
elements r;j (i, j = I, 2, 3) form a 3 X 3 rotation in the 
sense of Sec. 3.] 

It is apparent that for any s E S(4,p) and any 
r E R(3,p), the product s· r belongs to L(4,p); the 
proof of Proposition 3 only requires giving a proce
dure leading, from any IE L(4,p), to one s E S(4,p) 
and one rER(3,p) satisfying (5.12): the uniqueness 
of the decomposition is then guaranteed by (5.11). 
Such a procedure may be sketched as follows: 

A. Put aT = s E S(4,p); by remarking that 4 -
Sp(S2) + [Sp(S)]2 = (4100)2 it follows S E S(+)(4,p) and 

by use of Eq. (5.7) the corresponding h E H(+)(2, p2) 
is determined. 

B. Let 

hI = 

h2 = 

(

[2 + Sp(ii)]-!(1 + h) E H(+)(2,p2) if 

[2 + Sp(h)] is a square in GF(p), 

[-2 - Sp(.Ii)]-!(-1 -.Ii) EHH(2,p2) if 

[2 + Sp(ii)] is a not-square in GF(p), 

(5.13a) 

(

[-2 + Sp(h)]-!(-1 +.Ii) E HH(2,p2) if 

[-2 + Sp(ii)] is a square in GF(p), 

[2 - Sp(.Ii)]-!(1 - ii) E H(+) (2, p2) if 

[-2 + Sp(h)] is a not-square in GF(p), 

(5.l3b) 

and denote by SI and S2 the corresponding elements of 
S(4,p) obtained by Eqs. (5.7), (5.8) or (5.7'), (5.8'); it 
is easily checked that hi = (det hI) ii, h~ = (-det h2)ii: 
hence [see Eq. (5.9)] 

s; = s; = S = /IT. 

Moreover, one has 

(SI)OO = Sp(.Ii) = - (S2)00 . 

C. Put (S1)-1/ = r1> (S2)-1/ = r2 and remark that 

rrr; = [T(S~)-1[ = [T([[Tr1[ = 1, (i = 1,2); 

this implies (r;)oll = ± (lOll and one may conclude that 
ri is an element of R(3, p) only if the further condition 
(ri)oo = + 1 is met. Actually, 100 = ('1)00(S1)00 = 
(r2)00(s2)00 and we have seen that (S1)00 = -(S2)00; 
therefore (rl )oo = - (r2)00, i.e., either r1 or r2 belongs 
to R(3, p). Denoting by r such a rotation and by s the 
corresponding choice between S1 and S2, the de
composition (5.12) is accomplished. 

We may now come to: 

Proposition 4: There is a 1 to 2 homomorphism of 
L(4,p) onto the group SL(±)(2,p2) of the 2 X 2 
matrices: 

a = (~ ~); 0(, fl, y, (j E GF(p2), det a = ±1. (5.14) 

The correspondence from / E L(4,p) to a E 
sO ±)(2, p2) is determined by use of Proposition 3 
together with Eqs. (5.7) or (5.7'), and (3.9) or (3.9'). 
Conversely, to every ±a E SL(±)(2,p2) we may 
associate a Lorentz transformation IE L(4, p) by 
first factorizing a = h· u with hE H(±)(2, p2), 
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U E SU<±)(2, p2),9 and then using Eqs. (5.8) or (5.8') 
and (3.10) or (3.10'); the result may be simply ex
pressed in the form 

Il'v = (det a)' tSp(f1l'af1vat) a E SL<±)(2,p2), (5.15) 

and the product rule 

l(aa') = l(a)l(a') 

is easily verified. 
Writing the condition det a = ± I in the form 

He IX + Cl)2 - (IX - Cl)2 - (fJ + y)2 + (fJ - y)2] = ± I , 

and by use of Eqs. (2.13) and (2.14), the order 
of SV ±)(2, p2) is found to be 2p2(P4 - I), in agreement 
with Eq. (5.3). When restricted to the condition 
det a = +1, the matrices (5.14) form a subgroup 

SL(+) (2, p2) 

of order p2(P4 - I), which determines, through 
the homomorphism, a subgroup L<+)(4,p) of L(4,p) 
having order tp2(P4 - I). An element of V+)(4,p) is 
factorized, according to (5.12), into S E S(+)(4,p) and 
r E R<+>(3,p) or alternatively into S E S<-)(4,p) and 
r E RH(3,p). 

We now proceed in evaluating the number of 
equivalence classes of SL(+) (2, p2). Two matrices a', 
a E SL( ±)(2, p2) belong to the same equivalence class 
[a] if they are connected by a relation a' = bab-I, 
bE SL(±)(2,p2). The spur and the determinant are 
thus constants over the whole equivalence class; 
furthermore, [a] is uniquely determined by the two 
quantities Sp(a) and det a. To show this, we have 
to prove that the equalities Sp(a') = Sp(a) and 
det a' = det a guarantee the existence of a matrix 
hE SL(±)(2,p2) satisfying 

a'h = ha, (5.16) 

i.e., a system of four homogeneous linear equations 
for the matrix elements hll , h12 , h2I , h22 . Actually the 
determinant of the coefficients and all third-order 
minors vanish if Sp(a') = Sp(a), det a' = det a, so 
that two unknowns, say hI2 and h2I , may be expressed 
as linear homogeneous combinations of hu, h22 , and 
the further condition det h = ± 1 takes the form 
CUh;l + Cl2hUh22 + cz2bi2 = ± 1, Cij E GF(p2), which 
can be reduced by a linear homogeneous substitution 
belonging to GF(p2) to the form (2.13): this_ sho~s 
the existence of h E SL(±)(2,p2) satisfying a'b = ba. 
Clearly, Sp(a) may assume any value in GF(p2), i.e., 
p2 different values; for any given value of Sp(a), one is 
still free to assume det a = + 1 or det a = -1; 

• Letting aat = ;; E H(+)(2, p2), the matrix h is given by (5.13a) if 
det a = + I, by (5.13b) if det a = -1; the matrix u is then deter
mined as h~1a. 

therefore SL(±)(2,p2) has 2p2 equivalence classes and 
2p2 inequivalent irreducible representations. 

Because of a and -a corresponding to the same 
IE L(4, p), but [a] ¢ [-a], the number of in
equivalent irreducible representations of L(4, p) is p2. 

An explicit realization of these representations could 
now be given by a procedure similar to the one used 
in the previous section. We shall only quote the result, 
which may also be deduced from the general treatment 
of Brauer and Nesbitt10 ; the 2p2 irreducible representa
tions of SL( ±)(2, p2) may be expressed as a direct 
product: 

D(j,k;e)(a) = (det at· D(j)(a) (59 [D(k)(a)]*, 

e = 0, 1, j, k = 0, t, I, ... , !(p - 1), (5.17) 

where DU)(a) is obtained by Eq. (4.5) replacing 
det u, -fJ*, (X* by det a, y, b, with reference to Eq. 
(5.14). By remarking that 

DU,k;e)( -a) = (-I)2U+k) D(;,k;e)(a), 

the p2 irreducible representations of L(4, p) are 
obtained from (5.17) for integer values of j + k, by 
use of the homomorphism between SU(±)(2,p2) and 
L(4,p). For half-integer values ofj + k, one obtains, 
from (5.17), matrices which behave as representations 
of L(4,p) up to a sign ambiguity. Compared with the 
usual continuum case, one remarks on the appearance 
of the new label e: from Ref. 10, it could assume any 
integer value from zero to p2 - 2, but its range is 
actually restricted to the values 0, I since in our case 
det a = ± I. If the condition det a = ± 1 is dropped 
and replaced by (det a)P+1 = ± I, one is led to the 
situation considered by Coish. 2 [In this reference the 
label e ranges from zero to p2 - 2, and the quantity 
Q = 2(e + j - k) is related to some gauge trans
formation; an interpretation of Q as the electric charge 
is suggested.] 

If the subgroup L(+)(4,p) is considered, one may 
deduce the representations from (5.17), assuming 
e = 0, and a close analogy with the ordinary con
tinuum case is obtained. 

6. POINCARE GROUP OVER GF(p) 

The Poincare or inhomogeneous Lorentz group 
P(4, p) is the group of linear transformations 

xl'~x~=Ill'vxv+al'; 1 EL(4,p), 
v 

xI" all E GF(p); (6.1) 

its elements are denoted by (a, I) with composjtion law 

(a, l)(a', I') = (a + la', Il'), 

where a stands for the 4-vector (ao, a l , a2 , a3). 

10 R. Brauer and C. Nesbitt, Ann. Math. 42, 556 (1941). 
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The subgroup of translations T(4, p) == {(a, 1), Va} 
is Abelian invariant since 

(a', l')-l(a, 1)(a', l') = ([,-la, 1) E T(4,p); 

thus, P(4, p) has a semidirect product structure, and 
its irreducible representations can be found by the 
standard method of induced representations,u The 
order of P(4,p) is p6(p4 - 1), i.e., the product of 
the order p4 of T(4, p) times the order of L(4, p). 
[See Eq. (5.3).] 

Let us sketch a brief outline of the steps leading to 
all irreducible representations of P(4,p). 

A. There are p4 inequivalent characters of the 
Abelian subgroup T(4, p). In order to determine 
them, consider the vector space V with elements v(u), 
u E GF(p), satisfying the product rule v(u)' v(u') = 
v(u + U'),12 corresponding to any given 4-vector k = 
(ko, kl' k2' k3), k/l E GF(p), one may define on V the 
one-dimensional representation K(a) of T(4,p), 

K(a)v(k . x) = v(k . (x + a» = v(k . a)v(k . x), (6.2) 

where k . x = koxo - klxl - k2x 2 - k3X3 and use has 
been made of Eq. (6.1). The character v(k . a) is indi
viduated by the 4-vector k, thus obtainingp4 of them. 

B. As in the classical treatment, to every character 
v(k . a), or simply to every 4-vector k, one associates 
an orbit, i.e., the set of 4-vectors k' defined by 
{k':k'=ik,ViEL(4,p)}; one thus obtains four 
different classes of orbits specified by the particular 
choices 

k(I) = (ko, 0, 0, 0), k(2) = (0, 0, 0, k 3), 

k(3) = (ko, 0, 0, ko),. k(4) = (0,0,0,0). (6.3) 

C. For each class, the corresponding little group is 
defined as the subgroup of L(4, p), leaving invariant 
the orbit representative (6.3). For the timelike choice 
k(I) , the little group is R(3, p); for the spacelike choice 

11 See, e.g., G. W. Mackey, Acta Math. 99, 265 (1958); E. P. 
Wigner, Ann. Math. 40, 149 (1939). 

12 Note that v(u) cannot belong to any finite field. 

k(2), the little group is the subgroup L(3, p) of L(4, p) 
which leaves unchanged the coordinate X3 l3 ; for the 
lightlike choice k(3), the little group is the semidirect 
product E(2, p) of translations and rotations in a two
dimensional geometry built over GF(p); for the trivial 
choice k(4) the little group coincides with the whole 
L(4,p). 

According to standard procedures, each irreducible 
representation of the Poincare group is now deter
mined by the representation (6.2) of the Abelian 
subgroup T( 4, p) and by the representation of the 
little group associated to the orbit of k. 

As in the classical treatment, one may try to 
associate a representation of P(4, p) to a free stable
particle state, interpreting k· k (which is invariant 
over an orbit) as the square of the particle mass: this 
selects the choices k(l) and k(3) in (6.3) as the ones of 
physical relevance if one wants the mass to be defined 
on the Galois field GF(p). (In Ref. 3, the consequences 
of a further requirement of ki + k~ + k; being a 
square is discussed; in this way a notion of mass 
spectrum is introduced.) 

The representations of the little group R(3, p) have 
been previously discussed; the ones of E(2, p) can be 
determined by the same method of induced representa
tions used for P(4,p). Looking, e.g., to the case of 
nonzero mass, the association between the P(4, p) 
representation and the particle states would require an 
answer to the question: What is the physical meaning, 
if any, of the label e appearing in the R(3, p) repre
sentations? We finally remark that restricting I in Eq. 
(6.1) to D+)(4,p), a subgroup P(+)(4,p) is obtained 
whose representations exhibit a close analogy to the 
ones of the ordinary geometry case. 
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The fluid-dynamic equations which describe converging detonation fronts in high explosives are solved 
over a coordinate system t.hat cha~ges from circul~r to a pleated pattern as the detonation converges. 
There are three reasons for mtro?ucmg suc~ a coordm.at~ ~ystem r~ther than making the usual assumption 
that when a sphencal or cyhndncal explosive charge IS Initiated simultaneously on its curved surface the 
detonation front maintains its symmetry as the detonation converges to the center: (1) Calculations made 
elsewhere show that a converging circular shock wave is unstable. (2) Calculations in this paper show that 
if spherical or cylindrical symmetry is maintained, density. and velocity become infinite, but if the detona
tion front ~olds th~se quan.tities remain finite except at a few points which can be removed by cuts. The 
average flUid velOCity remams almost constant over 99 % of the detohation front. (3) Experiments indicate 
that a cylindrical detonation front becomes rather symmetrically deformed. 

I. INTRODUCTION 

This paper presents a mathematical model for a 
converging detonation front. Previous theories of 
converging detonations have assumed that when a 
spherical or cylindrical explosive charge is initiated 
simultaneously along a curved surface, the spherical 
or cylindrical symmetry is maintained by the detona
tion front as the detonation converges to the center. 
There are at least three reasons for thinking that this 
symmetry is not maintained: (1) Calculations have 
shown that a converging circular shock wave is 
unstable in that a small disturbance in the shock 
will grow larger with time. (2) Calculations presented 
here show that if the cylindrical or spherical sym
metry of the detonation front were maintained, the 
density, detonation velocity, and detonation product 
velocity would become infinite at the center; but 
if the detonation front is allowed to collapse into a 
star-shaped pattern, these quantities remain finite 
as the detonation process goes to completion, except 
for material at the points of the collapsed star. These 
points, however, represent only a small part of the 
total charge. (3) When a cylindrical disk of explosive 
is placed in contact with a steel block and is detonated, 
the dent produced in the center of the block by the 
converging detonation is not circular, but is approxi
mately star-shaped. Figure 1 is a drawing of a photo
micrograph of such a dent. 

The complete solution of this problem of a con
verging detonation involves the solution of fluid
dynamics equations in three-space coordinates and 
time. There is no way of obtaining such a solution. 
In this paper, the four independent variables are 
reduced to one space coordinate and time, with the 
space coordinate expressed in terms of general curvi-

• Present address: Naval Weapons Center, Corona Laboratories, 
Corona, Calif. 

linear coordinates so that the results can be applied to 
irrotational flow in any geometry for which metrical 
coefficients can be found. With the detonation products 
flowing along one curvilinear coordinate and the other 
two orthogonal curvilinear coordinates constant, the 
equations are then reduced to characteristic form. 

The calculations in this paper are based on a mechan
ical model rather than a thermodynamic model. The 
justification for doing this for solid explosives is 
described in considerable detail by Zeldovich and 
Kompaneets. 1 Briefly, the arguments are the following: 
Two types of energy are present in detonations of 
solids. One is thermal energy which consists of the 
kinetic energy of the moving molecules. The other is 
the elastic energy arising from the binding forces 
between the atoms and molecules. It is possible to 
describe the behavior of condensed explosives with 
density greater than about 1 g(cm3, by considering 
that the elastic energy and the elastic part of the 
pressure are predominant. This results in an equation 
of state of the form p = A p3 which is independent of 
temperature. The Rayleigh and Hugoniot curves are 
close together. Zeldovich and Kompaneets, on p. 228, 
state that this simple equation of state can be used for 
calculating the motion of explosion products if it is 
remembered that about a third of the pressure 
actually is not elastic but of thermal origin, and if the 
density is greater than about 1 to 1.3 g(cm3. 

With the aid of the equation of state, the number 
of independent variables in the characteristic equation 
is reduced to two, but the equation is of a non
integrable form. To convert the equation to a form 
that can be integrated, it is combined with the equation 
of motion for detonation products crossing the 
detonation front. The integration is performed for 

1 I. B. Zeldovich and A. S. Kompaneets, Theory of Detonation 
(Academic Press Inc., New York, 1960), pp. 222-246. 
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general curvilinear coordinates and the results are 
applied to three geometries: the sphere, the circular 
cylinder, and a shape produced by a conformal 
transformation of an ellipse. 

II. CHARACTERISTIC EQUATIONS IN 
CURVILINEAR COORDINATES 

The equations for conservation of mass and con
servation of momentum in vector form are2 

~~ + V . (pu) = 0, (1) 

p[~; + u· vu] + c2Vp = 0, (2) 

where p is the fluid density, u is the fluid velocity, c is 
the speed of sound in the fluid, and t is time. In 
general curvilinear coordinates for one dimension, 
these two equations become3 

- + -- - h pu + h - pu op 1 [Oh 2 Oh3 
at h1h2h3 ax 3 2 ax 

+ h2hau - + h2h3P - = 0, (3) op aU] 
ax ax 

p au + pu au + c
2 

op = 0, 
at hi ax hi ax 

(4) 

where u is now the velocity in the direction of flow 
(the x direction), and x is the independent curvilinear 
variable. The terms h1h2h3 are the metrical coefficients. 
These coefficients are, in general, functions of the 
space coordinates. 

Equations (3) and (4) will now be transformed into 
characteristic form.4 One set of characteristic equa
tions is 

(5) 

and 

FIG. I. Drawing of the pattern produced at the center of a steel 
block by the implosion of a 1 inch by 3-in circular disk of PETN 
sheet explosive. 

direction of increasing x with a velocity (u + c)/h1 • 

Equations (7) and (8) represent a wave moving in the 
direction of decreasing x with a velocity (u - c)/h1 • 

I n this second case, u is negative. 
Combining Eqs. (7) and (8) gives 

du - ~ dp - ~ [dh 2 + dh3] = ° (9) 
p 1I - C h2 h3 _ 

for the motion along the characteristic. The third term 
in Eq. (9) represents the effects of convergence. 

Since the speed of sound is given by 

c2 = dp/dp, (10) 

ax u + cat ----
act. hi orx 

(6) where p is pressure, and the equation of state is 

The other set is 

and 

ax u - cat 
-=---
0{3 hi 0{3 

(8) 

Equations (5) and (6) represent a wave moving in the 

2 R. Courant and K. O. Friedrichs, Supersonic Flow and Shock 
Waves (Interscience Publishers, Inc, New York, 1948), p. 14. 

3 P. M. Morse and H. Feshbach, Methods of Theoretical Phvsics 
(McGraw-Hili Book Co., Inc., New York, 1953), p. 37. 

4 Ref. 2, p. 45. 

p = A p3, (I I) 
then 

c = p(3A)~ (12) 

behind the detonation front. 
Substitution of Eq. (12) into (9) gives 

du - de - ~ [dh 2 + dh3] = 0. (13) 
u - C h2 h3 

Equation (13) is of the Pfaffian form.5 [n Eq. (13), 
h2 and h3 are functions of the one space variable ~; 

3 A. R. Forsyth, Theory of Differential Equations (Dover Pllb
lications, Inc., New York, 1959), Vol. I. 
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therefore (13) can be written in the form 

du - dc - ~f($)d$ = O. (14) 
u-c 

The coefficients of du, dc, and d~ can be considered 
as components of a vector F. The condition that the 
Pfaffian differential equation be integrable is 

F· V x F = O. (I 5) 

The coefficients of Eq. (14) do not satisfy (15) unless 
u = c, but u = c gives a stationary condition. 

Equation (13) represents any convergent flow with 
equation of state (11). To make (13) represent a 
converging detonation front, it must be combined 
with a detonation-front equation. The conditions 
across the detonation front will now be considered. 
The detonation front is a step discontinuity in pres
sure, density, fluid velocity, and sound speed. The 
chemical reaction is assumed to take place instantane
ously at the discontinuity. In front of the detonation 
front, fluid velocity is zero and pressure is essentially 
zero compared to the pressure behind the detonation 
front. According to the Chapman-Jouguet hypothe
sis,6 the detonation front moves at the speed of 
fluid flow plus the speed of sound, that is, U + c. 

In this converging detonation model u, c, and the 
detonation velocity are variables. The detonation 
velocity is assumed to be -u + c, since u is negative. 
The equation for the conservation of momentum 
across the detonation front becomes' 

(16) 

where the subscript 0 refers to conditions ahead of 
the detonation front. 

From Eqs. (11), (12), and (16), it is found that 

(-u + c)2co = 4c3j3, 

where Co is defined by 

Co = Po(3A)t. 

Solving (17) for u gives 

u = 4;0 ( ~2 _ 4;), 
where 

(3C)! 
~= - . 

4co 

(17) 

(18) 

( 19) 

(20) 

When (19) is substituted into (13), Eq. (13) can be 
integrated to give 

h2ha/h2a)haoo = (4~ - 3r3
e(4-4\Pl, (21) 

• Reference 2, p. 212. 
1 Reference 2, p. 206. 

7.0 

5.0 

%L--L~0.~2~--~0.~4~--~0.-6~--~0.-8~~'.o 

r/r= 

FIG. 2. Fluid velocity u as a function of radius r for a 
spherical implosion. 

where h2oc; and haif) are the values of the metrical 
coefficients far enough from the convergent region 
so that c = 4co/3. Equation (21) now applies to the 
detonation front only. 

III. APPLICATION TO SPHERICAL- AND 
CYLINDRICAL-COORDINATE SYSTEMS 

Some specific geometries will now be considered. 
The first will be a sphere initiated simultaneously on 
the surface. The metrical coefficients are liz = rand 
ha = r sin e. The independent variable is the radius r. 
Substitution into Eq. (21) gives 

3 l 
r I r 00 = (4~ - 3r" e(2-2~' . (22) 

Although ha is a function of e, ha/ha'$) is not and Eq. 
(22) is a function of only one space variable r. 

Equations (19) and (22) express u and r as a func
tion of the parameter ~. Figure 2 is a graph of u as a 
function of r as determined by the use of Eqs. (19) 
and (22). For cylindrical coordinates, 112 = ro, 
ha = 1, and Eq. (21) becomes 

1'/1' 00 = (4~ - 3r3
e(Hv l. (23) 

Since Eqs. (19), (22), and (23), as well as Fig. I, 
indicate an infinite velocity at r = 0, the actual 
detonation cannot be described by Eqs. (22) and (23) 
at the center. Whitham8 shows that a converging 
circular shock wave is unstable in that a small dis
turbance on the shock will grow larger with time. It 
is probable that the converging detonation is unstable 
also and that, as a result, a cylindrical detonation 
front becomes folded or pleated in some way as the 
detonation converges. Such a shape would increase the 
detonation surface and allow the detonation to pro
ceed at a lower average velocity. This suggests that 
a coordinate system which changes from circular to 
a different shape be used in Eq. (21). 

• G. B. Whitham, J. Fluid Mech. 2,145 (1957), p. 170. 
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IV. FOLDED-COORDINATE SYSTEMS 

The detonation front could be folded in many 
ways. Figure 1 is a drawing of the pattern produced by 
a converging detonation in about a i" diameter area 
at the center of a steel block. This drawing was made 
from a color photograph. A black and white photo
graph did not show clearly the central pattern. 

Coordinates are needed which change from circles 
to curves similar to Fig. I with the number of axes of 
symmetry arbitrary. 

For two dimensions, orthogonal-coordinate systems 
can be created at will by the methods of conformal 
transformations. 

The transformation 

IV = q + js = zn, (24) 

where z = x + jy and j = (-I)~ transforms an 
ellipse in the It' plane into an approximately star
shaped pattern in the z plane with the number of 
points equal to 2n. The two limiting curves for the 
ellipse-the circle and the straight line-are trans
formed into another circle and a wheel spoke pattern, 
respectively. Figure 3 shows a computer-generated 
series of transformed curves for n = 2. The metrical 
coefficient for n = 2 is given by 

[
OX2 Oy2J~ 

h = -+-
~ or) 01] 

__ d [e(l - 1]2) + 1]2«( - t )Jl 
2( ~2 + r/ - l)i t - 1]2 ' 

(25) 

where ~ and 1] are the elliptic coordinates, q = a~1], 
s = a[(~2 - I) . (I - 1]2)]!, ~ ~ 1.0, 11]1 ~ 1.0. The 
curves ~ constant are ellipses and the curves 1]

constant are hyperbolas in the IV plane. (For the 

FIG. 3. Curves produced by the conformal transformations 
of ellipses from the II" plane to the z plane. 

1.6,-----,-----,-----,--------,,------, 

1.4 

1.0 
o 
~ 0.81----1----f----+-------:7"I'""'
I 

0.6 

0.4t-7~--f----r-- ---r------

FIG. 4. Fluid velocity u as a function of elliptic coordinate param
eter 1] at the limit of an implosion in the transformed coordinate 
system. ~ 00 = 10.0. 

curves of Fig. 3, ~2 has the following values starting 
at the center: 1.00, 1.001, 1.01, 1.05, 1.20, 2.00, 4.00, 
10.0, 40.0, 100.0.) Equation (21), in which h2 = h~ 
and h3 = 1.0, becomes 

[ ~~ + 1]2 - IJ![ e(1 - 1]2) + 1]2(e - 1) J! 
e + r/ - t ~~~(1 - 1]2) + 1]2(~~ - 1) 

= (41p - 3 r3e(4-4~'). (26) 

Equation (26) is a function of both elliptic coordinates, 
~ and 1]. Since this model is to be a function of only 
one space coordinate, 1] will be held constant along 
the flow path. This constraint means that at the 
detonation front, the detonation products are assumed 
to move in channels of constant 1]. 1] then becomes a 
parameter which identifies a flow channel. The justifi
cations for this assumption are given in the introduc
tion. This model says nothing about the flow of 
detonation products behind the detonation front. The 
term on the right of Eq. (26) becomes 0, and therefore 
y and the fluid velocity u become infinite only at 
~ = 1] = 1.0. At ~ = 1.0, 1] = 0, Y = 1, and u = O. 

Figure 4 shows the fluid velocity as a function of 
the parameter 1] for ~ = 1, the limit of a converging 
detonation where the star pattern is collapsed to a 
cross. 

V. DISCUSSION 

Numeric integration gives an average velocity, 
between 1] = 0 and 1] = 0.99, of 0.625co, which is less 
than twice the fluid velocity far enough from the 
converging region so that convergence has no effect. 
Cuts could be made to remove the points of the 
crosses. These cuts could remove 1 % of the explosive 
and the remaining explosive would have a detonation 
product velocity which increases only slightly as the 
detonation converges to a cross. It could be assumed, 
with fair accuracy, that the detonation product flow 
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velocity at the detonation front u - c is almost 
constant also. This is in agreement with experiments 
which indicate a near constant detonation velocity 
in converging cylindrical detonations. 

Perhaps the circle collapses to a pattern with only 
a small number of points because the total distance 
around such a pattern is only slightly larger than the 
distance around the circumscribing circle. With this 
distance about the same and the detonation velocity 
nearly constant, the rate of release of chemical 
energy is nearly constant during the final part of the 
detonation. This would suggest that the spherical 
detonation converges to a pattern corresponding to 
the collapse of an octahedron or perhaps a cube or a 
dodecahedron. 

APPENDIX: A MORE GENERAL EQUATION 
OF STATE 

To fit experimental data better, the equation of 
state 

p = A p 3eiJP 

can be used in place of Eq. (11). 

(Al) 

JOURNAL OF MATHEMATICAL PHYSICS 

Equation (AI) is substituted into Eqs. (9), (10), 
and (16), and for 0 small, terms higher than the first 
power in 0 can be dropped. The result for spherical 
coordinates is 

dr 
(A2) =-

r 

where w2 = p and w~ = Po. 
From Eqs. (10), (16), and (AI), for 0 small, the 

fluid velocity becomes 

u = AW2(3! _ 2w + 2W;O _ 5w
30). (A3) 

Wo 3 4wo 

Equation (A2) can be integrated numerically by the 
use of a computer. Equation (A3) and the numerical 
integration of Eq. (A2) then express u and r in terms 
of the parameter w. For 0 = O.1!w~, the resulting 
curve is very similar to Fig. 2. 
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Notable progress in developing the theory of complex spectra has come from the exploitation of the 
symmetry properties of atomic wavefunctions using the theory of continuous groups. Many seemingly 
simple results have previously been obtained by what would appear to be unreasonably complex methods. 
Many of these complexities may be removed, and new results derived, using the algebra of plethysm 
first developed by Littlewood. Applications to three central problems in the theory of complex 
spectra are discussed: (1) the classification of the atomic states of n-electron configurations; (2) the 
analysis and classification of the N-particle operators that arise in the application of perturbation theory 
to atomic problems; (3) the derivation of selection rules for the matrix elements of operators. 

I. INTRODUCTION 

The analysis and interpretation of the spectra of 
atoms and nuclei has drawn heavily upon parallel 
developments in the theory of complex spectra. 
Notable progress in developing the theory of complex 
spectra came from Racah's1.2 exploitation of the 

* Research sponsored in part by the Air Force Office of Scientific 
Research, Office of Aerospace Research, United States Air Force, 
under AFSOR Grant No. 1275-67. 

t Present address: Physics Department, Cambridge University, 
Cambridge, England. 

1 G. Racah, Phys. Rev. 76,1352 (1949). 
2 G. Racah, Group Theory and Spectroscopy, Ergebnisse der 

exacten Naturwissenscha/ten, Vol. 37 (Springer-Verlag, Berlin, 
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symmetry properties of atomic wavefunctions using 
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by Lie,3 Cartan,4 Weyl,5.6 and others. Later develop
ments7-
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constant also. This is in agreement with experiments 
which indicate a near constant detonation velocity 
in converging cylindrical detonations. 
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a small number of points because the total distance 
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theory of substitutional analysis1o.11 and Littlewood's12 
theory of S functions, emphasizing the cl~se con
nection between the theory of the symmetrIc group 
and of the continuous groups. These later develop
ments have been summarized by Judd.13 

Recent studies by Rajnak and Wybourne,14 Judd,15.16 
and FeneuiIIe17 of the representation of configuration 
interactions by effective operators have again made 
extensive use of the theory of continuous groups to 
discuss the structure and classification of N-particle 
scalar operators acting within a configuration of equiv
alent electrons. Further applications of group theory to 
the elucidation of selection rules using the conventional 
Wigner-Eckart theorem have been made by Ju~d 
and Wadzinski.18 Inspection of these recent studies 
reveals that many seemingly simple results have 
required what would appear to be excessively complex 
derivations which conceal the underlying simplicities of 
the theory of complex spectra. . 

Many of the apparent complexities found in the 
theory of complex spectra may be removed by use of 
LittIewood'sl2.19-23 algebra of plethysm, rather than 
the conventional applications of the theory of con
tinuous groups. The basic operation of plethysm has 
been defined in a previous paper24 •25 and methods of 
calculation for plethysms in terms of the group 
characters of the full linear group, and those of 
restricted groups, was outlined. The notation used 
throughout this paper coincides with that of Little
wood.12·19.2o The theory of plethysm forms the 
mathematical basis of a method for obtaining all the 
results previously found using the theory of continuous 
groups in more than three dimensions, without con
sidering the detailed operations of these higher groups. 

In the present paper three central problems in the 

10 D. E. Rutherford, Substitutional Analysis (Edinburgh University 
Press, Edinburgh, 1948). . 

11 G. de B. Robinson, Representation Theory of the Symmetrtc 
Group (Edinburgh University Press, Edinburgh, 1961). 

12 D. E. Littlewood, The Theory of Group Characters (Oxford 
University Press, Oxford, England, 1950), 2nd ed. 

13 B. R. Judd, Operator Techniques in Atomic Spectroscopy 
(McGraw-Hili Book Company, Inc., New York, 1963). 

14 K. Rajnak and B. G. Wybourne, Phys. Rev. 132,280 (1963). 
15 B. R. Judd, Phys. Rev. 141,4 (1966). 
16 B. R. Judd, Second Quantization and Atomic Spectroscopy 

(The Johns Hopkins Press, Baltimore, Md., 1967). 
17 S. Feneuille, Compt. Rend. 262, 23 (1966); J. Phys. 28, 315 

(1967). 
18 B. R. Judd and H. T. Wadzinski, J. Math. Phys. 8,2125 (1967). 
,. D. E. Littlewood, Phil. Trans. Roy. Soc. (London) A239, 

305 (1944). 
20 D. E. Littlewood, Phil. Trans. Roy. Soc. (London) A239, 287 

(1944). 
21 D. E. Littlewood, Proc. London Math. Soc. (2) 50, 349 (1948). 
22 D. E. Littlewood, J. London Math. Soc. 30, 121 (1955). 
23 D. E. Littlewood, Can. J. Math., 10,17 (1958). 
24 P. R. Smith and B. G. Wybourne, J. Math. Phys. 8,2434 (1967). 
25 P. R. Smith, "The Use of Plethysm in the Study of Configura-

tions of Equivalent Electrons," M.Sc. thesis, University of Canter
bury, Christchurch, New Zealand (1967). 

theory of complex spectra are discussed from the 
mathematical viewpoint of plethysm. In order of 
presentation they are: 

(1) the classification of the atomic states of n
electron configurations; 

(2) the analysis and classification of the N-particle 
operators that arise in the application of 
perturbation theory to atomic problems; . 

(3) the derivation of selection rules for the matrIX 
elements of operators. 

II. CLASSIFICATION OF ATOMIC STATES 

The conventional group-theoretical methods used to 
classify the atomic states of equivalent electron 
configurations In have been reviewed by JuddP ~hese 
methods usually commence by first decomposmg a 
few simple representations of the (21 + I)-dimensional 
unitary group U2!+1 into those of the three-dimensional 
rotation group R3 • Further branching rules are then 
established by resolving Kronecker products of these 
representations and then proceeding with a chain 
calculation. The resolution of these Kronecker prod
ucts is seldom obvious, even in quite simple cases. 

For example, in the classification of the states of 
the f3 configuration one readily obtains the U7 -+ R3 
branching rule: 

{Ill} + {2IO}-+SPD3F3G3H212KL. (1) 

It is by no means obvious which of the representations 
of R3 are to be associated with the {lll} representation 
of U7 and which with the {21O} representation. Judd 
avoided this difficulty by making use of the method of 
determinantal states to find the states of f3 with spin 
S = ~ to give 

{Ill} -+ SDFGI, 

and then obtained the decomposition 

{2IO} -+ P D2F2G2H2IKL. 

(2) 

(3) 

The above approach is unsatisfying because it 
requires the introduction of an additional method that 
is alien to the idea of using group theory to classify 
atomic states. The shortcomings of the conventional 
method may be completely avoided by the application 
of the method of plethysm. 

A. Plethysm and the Classification of States 

The total wavefunction for a single electron can be 
written as the product of an orbital function and a 
spin function. If the orbital function transforms 
according to the representation [l] of R3 , then the 
set of all possible wavefunctions for an electron with 
orbital quantum number e spans the representation 
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[/Hi1 of R3 , where m is the spin representation 
spanned by the two spin functions. 

The functions which describe the n-particle con
figuration are simply the antisymmetric functions 
obtained by forming products of single-particle func
tions defined on each of the n sets of coordinates. 
These functions transform according to the representa
tion 

([IHtJ) 16> {I n} (4) 

of Ra, which is generally reducible. The analysis of 
the separation of this plethysm provides the classifica
tion of the atomic states. 

B. Seniority Classification 

The seniority classification of the states may be 
obtained directly by expressing the symbol {I "} in 
terms of symplectic symbols20 : 

{I n} = I (1 n-2a), (5) 
a=O 

where the a's are positive integers such that n ~ 2a. 
The plethysm of Eq. (4) may then be written as 

([1m]) 16> {I n} = I ([1m]) 16> (1 n-2a) 
a 

= I ([I][tJ) 16> ({I n-2a} - {I n-4a}). (6) 
a 

The representations appearing in the separation of the 
terms corresponding to each value of a may be 
classified either with the symbol (1 n-2a) , or, equiva
lently, with the seniority number 

v = n - 2a. (7) 

The classification obtained at this stage is independent 
of both the coupling scheme and the value of n for a 
given [l1. 

C. LS Coupling 

In this coupling scheme the orbital and spin spaces 
of the wavefunction are considered to be uncoupled 
for the purposes of classification. As a result the 
single-particle wavefunctions are said to transform 
according to the representation [IHU, where the 
prime indicates that transformations of the orbital 
and spin functions are to be considered independently. 
Correspondingly, the n-particle functions transform 
according to the representation 

(8) 

This plethysm may be expanded using the formulas 
given by Littlewoodl9 •26 for the plethysm of a product 
of functions defined on different sets of variables as 

26 D. E. Littlewood, J. London Math. Soc. 32, 18 (1957). 

follows: 

([11m') <8: {I rl} = I K aP(lni[/ll6> {Q( J([!], 16> {P}), (9) 
a./1 

where KaJl(ln) is the coefficient of {I "} in the reduction 
of the inner product 

(to) 

of the S functions {Q(} and {P}. However, {I n} appears 
once only in products of the type {Q(} a {a} and in no 
other products,27 Thus Eq. (9) reduces to 

([1m]') 16> {I n} = I ([l1 16> {Q( })([tJ' 16> {an· (11) 
a 

The isomorphism between the binary unitary group 
and the ternary orthogonal group21 can now be used 
to solve the plethysm [tl' 16> roc}. Now, [t] of R3 +--'> {I} 
of U2 , and hence m 16> roc} +--'> {I} 16> roc} = roc} = 
{OCI - a2} +--'> [Hoc i - a2)1. Thus the plethysm is null 
whenever {a} corresponds to a partition into more than 
two parts. The classification is therefore given by the 
expression 

([1m]') 16> {1 "} = I ([I] 16> {2al n-2a})[Hn - 2a)]', 

(12) 

where the sum is taken over all positive integers a such 
that n ~ 2a. 

D. jj Coupling 

In this coupling scheme the representation spaces of 
the orbital and spin functions are taken to be coupled, 
and so the product [I] m in the plethysm ([I] [tD 16> {I n} 
giving the n-particle classification can be rewritten as 
the sum of two spin representations of the rotation 
group, where 

[1m] = [I + i] + [I - U (13) 

The plethysm giving the classification for the n
particle configuration can then be expanded by using 
the formula for the sum of two functions defined on 
the same variables; this gives 

([1m]) (x) {l n} = ([1 + t] + [l - m 16> {I "} 
n 

= I([l + tll6> {la})([l- t1 16> {tn-a}). 
u=o 

(14) 

The plethysms [I + t1 16> {ia} can be solved using the 
isomorphism between R3 and U2 and considering the 
plethysms {21 + I} 16> {l a} in U2 • The states appearing 
in the jj coupling classification of the n-particle con
figuration are then given by the expansion ofEq. (14). 

27 M. Hamermesh, Group Theory (Addison-Wesley Publishing 
Company. Reading. Mass., 1962). 
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E. LL Coupling 

Judd28 has introduced a new concept in the coupling 
of the spin and orbital representations in the product 
[l][!] in the analysis of the In configurations. Two 
spaces are considered, one in which all the spins are 
up and the other in which all are down. This means 
that the product [I][!] is rewritten as ([I] + [I]') 
where [I] corresponds to the orbital functions in "spin
up space" and [I]' to the set in "spin-down spaces." An 
operation of the spin space as a whole, in this coupling 
scheme, must be interpreted as an operation which 
exchanges functions between "spin-up" and "spin
down" spaces. 

The wavefunctions span the representation ([I] + 
[I]') of the imprimitive rotation group in two sets of 
variables. An imprimitive group is a group which 
contains all the operations of a group 0 on two sets of 
variables together with an operation which exchanges 
these two sets.20 The plethysm for the n-particle 
configuration is, therefore, 

([11 + [I]') ® {In}, (15) 

which can be expanded by using the rule for the ple
thysm of a sum19•24 to yield 

n 

([1] + [In ® {In} = I([l] ® {la})([l], ® {I n-a}). 
a~O 

(16) 

The states obtained in this classification scheme may 
be labeled by the quantum numbers 

In' {la}{l n-ay [L][L"], LM L) 

or, equivalently, 

linn' [L] [L'']' LM LM s), (17) 

since Ms = in - a. The quantum numbers [L] and 
[LII]' are the orbital numbers of the "spin-up" and 
"spin-down" spaces, respectively. L is the total angular 
momentum obtained by coupling [L] and [L"]', ML 
is the projection of the orbital quantum number L, 
and T and T' are used as auxiliary labels when required. 

The purity of a state in LL coupling can be taken 
as an indication of the accuracy of the approximation 
where it is assumed that [lJ[!] may be written as 
([I] + [I)'). This approximation only holds in fact 
w;len the operations of Ra in the total spin space are 
restricted to two operations, the identity and 1800 

rotation about a line in the xy plane. It would seem 
that a pure state in LL coupling results from the 
restriction of the operations in the spin space to those 
of this simple finite group-a fact that would seem to 

28 B. R. Judd, Bull. Am. Phys. Soc. 12, 515 (1967). 

be of considerable interest in the study of ions whose 
eigenfunctions are of this type. 

F. Further Classification of States in LS Coupling 

The introduction of seniority gives a classification 
of the states in both LS and jj coupling which reflects 
the symmetry of both the orbital and spin parts of the 
corresponding wavefunctions. In LS coupling a further 
classification is obtained by the detailed expansion of 
Eq. (6) to give the traditional description in terms of the 
quantum numbers Sand L. 

When I S 2, the quantum numbers vSL suffice to 
label uniquely the states of the I" configuration. For 
I Z 3, additional quantum numbers must be found. 
In these cases it is useful to express the symmetry 
symbol {oc} which appears in Eq. (6) as a sum of 
symbols corresponding to the characters of the rota
tion group in 21 + 1 dimensions; this gives 

The symbol [,u] may then be used to label the orbital 
states which appear in the plethysm ([e] ® [,uD. 

When 1= 3, a further classification of states is 
possible under the group O2 , a proper subgroup of 
the group R7 . In this case the symmetry symbols [,u] 
in the plethysm [3] @ [,u] may be rewritten in terms of 
symbols (A) corresponding to characters of the repre
sentations of Gz• These characters are obtained by the 
decomposition rule 

[AI' A2 , A3] 
=I{(i-k,j+k)+(j-k-l,i-j)}, (19) 

the sum being taken over all i, j, k such that Al Z 
i Z A2 , A2 Z j Z )'3' A3 Z k Z - A3' Improper sym
bols (where U2 Z Ul or U2 < 0) may be rewritten using 
the rules given by Judd13 : 

(,ul , ,u2) = - (,u2 - I, ,ul + 1); (,ul, - 1) = 0; 
(,ul, - 2) = (,ul - I, 0). (20) 

G. Nonstandard Symbols 

One further point must be considered before com
pleting the classification of the states of In configura
tions. When n > I, the plethysms involved in making 
the classification frequently yield nonstandard symbols 
on the right. In these cases modification rules2o •24 

must be used to yield the standard classification. 
However, it is worth noting that a classification of 
n-particIe states in terms of nonstandard symbols does 
not result in a loss of information about the functions 
they classify; they do, however, make this information 
less accessible. 
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When n 2 21 + 1, the states of the configurations 
In and 141+2-n have identical classifications; for values 
of n > 4/ + 2 all the plethysms are null. 

H. Application to the j3 Configuration 

The states of the f3 configuration in LS coupling 
are derived from the plethysm (see Eq. 12) 

([3][t),) ® {P} = [31 ® {PHH + [31 ® {21}(t]'. (21) 

Since in R3 

[31 ® {P} = [0] + [2] + [3] + [4] + [6] 

and 

[31 ® {21} = [1] + 2[2] + [3] + 2[4] + 2[5] 

+ [6] + [7] + [8], 

it is apparent that the states given by Eq. (1) can, in 
fact, be written as 

Equation (I8) may then be used to classify the above 
states according to the symmetry symbols [,u] of the 
group R7 . The plethysms [3] ® [,u] may then be 
rewritten in terms of symbols (A) of the group G2 

to yield the final classification given in Table I, which 
is identical to that obtained by Judd13 by the con
ventional method. 

The seniority classification may be derived directly 
from Eq. (6). States of seniority v = 3 are given by 
([3][t],) ® ({l3} - {I}) and those of seniority v = 1 
by ([3][t],) ® {I} = [3][H corresponding to the 2F 
states. Thus there is only one state of seniority v = 1, 
and the remainders are all of seniority v = 3. 

In ii coupling the configuration J3 is described by 
the states appearing in the separation of the plethysm 
[see Eq. (14)]: 

([3][tl) @ {P} = ([i] + [tD @ {!3} 

'= m @ {is} + [t]([i] @ {12}) 

+ ([t] ® {P})[i1 + m @ {!3}. 

TABLE 1. Classification of the states of theta configuration,a 

{IX} Lu] (J.) 2S+lL 

{la} [1"] (0) 4S 
(1) 4F 
(2) 4(DG!) 

{2l} [I] (I) 2F 

[21] (11) 2(PH) 
(2) 2(DGI) 
(21) 2(DFGHKL) 

a {IX} labels the symmetry symbols of V" Lu] those of R, and 
(Il) those of G., 

TABLE II, Classification" of the states of (d + s)a. 

{IX} [Il] Lu] '8+1L 

{1"} [111] [11] 4(PF) 
[\1 - 1] [II] 4 (PF) 

{21} [21] [1] 2D 

[11] 2 (PF) 
[20] '(DG) 
[21] 2(PDFGH) 

[1] [0] 's 
[1] 'D 

.. {IX} labels the symmetry symbols for V., [Il] those of 
R6 , and Lu] those of Rs. 

The plethysms appearing in this expansion are 

m ® {is} = m + m + m + m + P-l] + [\~], 
m @ {P} = [0] + [2] + [4] + [6], 

m @{I3} = m + m + [!], 

m @ {P} = [0] + [21 + [41· 

Thus the J structure of the configuration follows 
immediately. The terms of seniority v = 1 are given 

by m + [U 
I. Mixed Configurations 

The methods of plethysm may also be readily applied 
to the classification of the states of mixed configuration 
of the general type (L [liDn, a typical example being 
the states of the (d + s)n configurations. In this case 
the LS coupling states are found by expansion of the 
plethysm 

({2}[t],) ® {I n} 

= L({2} ® {2al n-2an([t]' ® {n - a, an 
a~O 

= L({2} @ {2a l n
-

2a})[!(n - 2a)]'. (23) 
a~O 

Thus, for the particular case of (d + S)3, 

({2}[t],) @ {P} = ({2} @ {P})[H + ({2} @ {21})[t]', 

and since in R3 

{2} ® {!3} = 2[3] + 2[11 
and 

{2} ® {21} = [5] + 2[41 + 2[3] + 4[2] + 2[1] + [01, 

the LS coupling states of (d + S)3 are found to be 

4(P2F2)2(SP2D4F2G2H). 

This classification may then be extended by expressing 
{I3} and {21} as sums of symmetry symbols [A] for 
R6 and then [,u] of Rs; the results are given in Table 
II, in agreement with those found by Elliott,9 Judd,13 
and Feneuille.29 

•• S. Feneuille, J. Phys. 28, 61 (1967). 
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The states of the (d + s)n configurations may be 
uniquely classified by the set of quantum numbers 

I {IX} [A] [,u]SLMsM L)' 

Coupling schemes of this type are likely to be of some 
importance when the configurations dn

, dn-1s, and 
dn - 2s2 are energetically close together-as is indeed 
the case for the iron-group atoms. The development of 
classification schemes for mixed configurations is only 
useful when the n electron orbitals are all of the same 
parity. 

III. CLASSIFICATION OF N-PARTICLE 
OPERATORS 

The use of scalar N-particle operators to simplify 
the analysis of the effect of configuration interaction 
on the In configuration of n equivalent electrons has 
created a need for a systematic method of classifying 
their transformation properties. The method of 
plethysm provides a simple and unambiguous solution 
to this problem. 

An N-particle operator is any operator formed from 
N single-particle operators which is symmetric with 
respect to the interchange of the coordinates of any 
two of the particles. An operator formed in this way 
is not necessarily a scalar under the operations of Ra. 

A. Plethysm for N-ParticIe Scalar Operators 

The single-particle operators Vi chosen to form the 
N-particle operator must have nonvanishing matrix 
elements between single-particle states of the In 
configuration. This restricts the set of operators Vi 

which may be used to construct valid N-particle 
operators for the r configuration to those that span 
the representation [I] [I] of Ra. If these operators are 
denoted by V(k) where [k] is a representation of Ra , 

then 21 + 1 ~ k ~ 0, and they may be conveniently 
identified with the single-electron tensor operators 
V(k), whose components V~k) are defined by the equa
tion16 

(lmlv~k)llm')=(-1)I-m(2k+ 1)!( I k I,). 
-m q m 

(24) 

If A represents a set of operators chosen from the 
set of V~k)'S defined above, then it is clear that the 
representation of Ra spanned by the completely sym
metric linear combinations of products of degree N in 
the single-particle operators are given by the plethysm 
A 0 {N}. In particular, if the full set of operators 
transforming according to the representation [I] [I] of 
Ra is used, the complete set of all possible N-particle 
operators is given by 

[1](1] 0 {N}. (25) 

Every operator in the set which is constructed so 
that it involves viol IX times is equivalent to an (N - IX)
particle operator. It is convenient to exclude these 
reducible operators and to consider only those 
operators which are not equivalent to operators 
involving a few number of particles. If the operator 
v~O) is excluded, then the plethysm 

(

21+1 ) 
k~ [k] 0 {N} (26) 

serves to classify the irreducible N-particle operators. 
A prescription for the formation and classification 

of irreducible N-particle operators can be obtained by 
noting that 

[1][/] = [1] 0 ({2},+ {lI}), (27) 

where the symmetry symbol {2} produces the repre
sentations [k] where k is even and {Il} produces the 
representations [k] where k is odd. If these symbols 
are rewritten in terms of rotation symbols, Eq. (27) 
becomes 

[1][1] = [I] 0 ([0] + [2] + [l1]). (28) 

The operator v~O) may thus be excluded in the classi
fication of irreducible N-particle operators by simply 
excluding the symmetry symbol (0] in the plethysm. 
When this is done, the plethysm appropriate to the 
classification of irreducible N-particle operators be-
comes 

[I] 0 ([2] + [11]) 0 {N}. (29) 

If the plethysm 

([2] + [11]) 0 {N} (30) 

is performed, first a set of symmetry symbols [,u] is 
obtained which can be used to classify the operators 
that transform according to the representations 
appearing in the plethysm 

[1]0 [,u] (31) 

in Ra. In general, some of these symbols are non
standard and have to be treated with modification 
rules, if standard symbols are desired. 

B. Classification of N-Particle Scalar Operators 

In a perturbation theory that is restricted to 
Coulomb interactions, only those operators that 
transform as scalars need to be considered. As a result 
only those plethysms [l] 0 [,u] which yield a [0] 
representation in Ra are selected from the plethysm of 
Eq. (29). For each one of these [O]'s there is an 
irreducible N-particle scalar operator that can be 
classified with the symmetry symbol [,u]. In some 
cases it may be possible to obtain a finer classification 
by expanding the symmetry symbols [,u] of the 
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(21 + I)-dimensional rotation group into the charac
ters of a subgroup. 

If the plethysm of Eq. (29) is expanded as follows, 

[lJ (2) ([2] + [11]) (2) {N} 

= [I] (2) [~o([2] (2) {ex})([ll) (2) {N - ex})} (32) 

it becomes clear that the operators which transform 
according to the representations given by the plethysm 

[l) (2) [([2] (2) {ex})([ll] (2) {N - ex})] (33) 

involve ex single-particle operators with k even and 
(N - ex) with k odd. If the letter g is used to designate 
even-rank operators and u is used for odd-rank 
operators, then the operators arising from the above 
plethysm are said to be of type g ... g, u' .. u where 
there are ex g's and (N - ex) u's. 

Irreducible N-particie operators involving products 
of an odd number of tensor operators of odd rank 
[i.e., (N - ex) is odd] are non-Hermitian and, as such, 
would not be expected to appear in a perturbation 
expansion. While it is clear that only Hermitian 
operators can arise in second-order perturbation 
theory, it has not, as yet, been unequivocally demon
strated that effective non-Hermitian operators cannot 
arise in higher orders of perturbation the~ry. How
ever, it should be possible to develop perturbation 
expansions that exclude the possibility of non-Her
mitian operators. 

The symmetry symbols occurring in the plethysm 
of Eq. (33) may be readily interpreted in terms of 
conventional group theory. The N-particle operators 
span a 4/(/ + I)-dimensional space and, in fact, 
belong to the symmetric {N} representation of the 
unitary group U 4!(I+1)' The symmetry symbols {oc} 
and {N - oc} of Eq. (33) thus label the symmetric 
representations {ex} of the unitary group U~2!+3) and 
{N - oc} of U/(2!+1)' respectively. Since the direct
product group U~2!+3) X Uft2!+1) is a subgroup of 
U4I(H1)' the plethysms [2] (2) {ex} and [II] (2) {N - ex} 
can be interpreted as particular decompositions of the 
representations {O(} of U~2H3) and {N - oc} of Uft21H) 

into those of R2H1 • Schematically, the resolution of 
the plethysm may be interpreted as selecting certain of 
the representations derived from the group decom
position 

U4!(Hll --+ U~21+a) X Uff21+1)--+ 

R21+1 X R~+l R3 (34) 
\,. / 

Rt X R{f 

of the symmetric representation {N} of U,!( Z+1) • 

When 0( = N in Eq. (32), the N-particie operators 
(which will be constructed entirely from N-tuple 
products of even rank single-particle operators) may 
be labeled by the representations [A] of R21H con
tained in the decomposition of the representation {N} 
of U!f21+0 according to the plethysm [II] (2) {N}. In 
all other cases the operators are labeled by the se-
quence 

([A)[A]')[,u)O, 

where [A] is the representation of R2.~H contained in 
the decomposition of {IX} of U~21+3) according to the 
plethysm [2] (2) {O(}, [A'] that of R:ZH contained in the 
decomposition of {N - O(} of U!f2Z+1) according to 
the plethysm [II] (2) {N - a}, [,u] the representation 
of R21+1 contained in the reduction of the product rep
resentation [AHA'], and where 0 indicates the identity 
representation D(O) of Ra obtained in performing the 
plethysm [I] (2) [,uJ. 

The typical plethysms [2] (2) {n} and (11] (2) {n} 
occurring in Eq. (32) may be readily evaluated by 
noting that 

{2} (2) {n} = ! {,u} (35) 
and 

(11] (2) {n} = {11} (2) {n} = ! {,ii}, (36) 

where the summation in Eq. (35) is over all partitions 
(,u) of 2n into even parts, while, in Eq. (36), the 
summation is over the partitions (fl) conjugate to 
those arising in Eq. (35). The plethysm [2] (2) {n} is 
then obtained as 

[2J (2) {n} = {2} (2) ({n} - {n - I}). (37) 

C. Classification of N-Particle Scalar Operators for 
d" Electron Configurations 

The plethysms of Eq. (32) for I = 2 may be readily 
performed for N = 0, 2, 3, and 4 to give the classi
fication of N-particle scalar operators for d n electron 
configurations; this is listed in Table III. This list 
contains 48 distinct N-particle scalar operators and 
represents the maximum number of effective scalar 
operators with N S 4 that can arise in a perturbation 
expansion limited to scalar Coulomb interactions. 

Information obtained from decomposing each of the 
representations fA] [A'] occurring in Rt X Rf into 
those of Rt X Rf and then into those of Rs , as 
indicated by the lower branch of Eq. (34), is useful in 
the explicit construction of the N-particle operators. 

The three-particle scalar operator flO transforms as 
([22][11]) [22JO. The representations (2] and [11] of 
R5 decompose as 

[2] --+ D + G and [II] --+P + F, 

under restriction to Rs. In this case a three-particle 
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_, TABLE III. Classification of scalar N-particle operators 
(N ~ 4) for d n elec(ron configurations. 

N Plethysm 

o [2] ® ([0] ® {O}) 
2 [2] ® ([2] ® {2}) 

[2] ® ([II] ® {2}) 

3 [2] ® ([2] ® {3}) 

[2] ® [[2]([11] ® {2})] 

[2] ® [([2] ® {2})[IIJ] 
4 [2] ® ([2] ® {4}) 

[2] ® [«(2] ® {2})([11] ® {2})] 

[2] ® «(II] ® {4}) 

[2] ® [([2] ® {3})[11]] 

[2] ® [[2]([11] ® {3})] 

Classification 
Label of Scalars Type 

eo [0]0 
e, [0]0 
e. [22]0 
es [0]0 
e4 [22]0 
f, [0]0 
f. [22]0 
fs [42]0 
f4 [6]0 
f 5 ([2][2]) [0]0 
f. ([2][2])[22]0 
f 7 ([2][22]) [22]0 
f. ([2][1])[3]0 
f. ([2][22])[42]0 
f,o ([22][11])[22]0 
f,./. [0]0 
fs,f. [22]0 
f5.f. [42]0 
17 [44]0 
f. [6]0 
f. ([0](0]) [0]0 
flO ([2][2])[0]0 
f" ([22][22])[0]0 
f12 ([22][1]) [22]0 
113 ([22][2]) [22]0 
f,. ([22][22])[22]0 
flO ([22][0])[22]0 
f,. ([2][22]) [22]0 
f17 ([0][22])[2210 
f,s ([4][1 ])(3]0 
f19 ([2][1 ])[3]0 
1'0 ([22][22])[3]0 
lu ([4][2])[42]0 
f.. ([22][2]) [42]0 
1'3 ([4][22])[42]0 
f.. ([22][22]) [42]0 
1'5 ([2][22]) [42]0 
f26 ([22][22])[44]0 
f'7 ([4](22])[52]0 
f.. ([4](2])[6]0 
f.9,fSO [0]0 
f 31 .[a. [22]0 
faa [3]0 
f.. [42]0 
fa. [44]0 
fs. ([22][11])[22]0 
fa7 ([31][11])[22]0 
fa. ([31][11])[3]0 
fs. ([31 ][11]) [42]0 
f.o,[41 ([42][11 ])[42]0 
f.. ([42][11]) [52]0 
f.. ([6][11])[6]0 
f'4 ([2][21])[22]0 
I.. ([2][31]) [22]0 
f46 ([2][21])[3]0 
147 ([2][31])[42]0 
f48 ([2][33])[42]0 

gg 

uu 

ggg 

guu 

ggu 
gggg 

gguu 

uuuu 

gggu 

guuu 

scalar operator can only be formed if (D + G) ® 
{2} :;) P, F. In fact, 

(D + G) ® {2} = D ® {2} + G ® {2} + D X G, 

and since the singlets of the configurations d2 and g2 

contain only even representations of R3 , it may be 
concluded that the three-particle operator flO can 
only be constructed from operators of the type 
(VJ2) V~4)(3) • vk3). 

However, the three-particle operator (v:2) V~')(3) • 

vk3 ) is not symmetric under interchange of the ith and 
jth coordinates, and hence cannot, by itself, constitute 
the operator flO' The linear combination 

[(V!2) V~4)(3) + (VJ4) V!2)(3)]vk3) 

is symmetric and has the proper transformation 
properties. But the matrix elements of these two oper
ators differ only by a factor of -1, and hence must 
yield null matrix elements. For similar reasons the 
twelve non-Hermitian operators (/36 through 148' 

inclusive) may be rejected as nonphysical operators; 
this leaves 36 Hermitian N-particle operators still to 
be considered. 

The four operators (f4'/8 '/27' andh8) all yield null 
matrix elements when evaluated between the states 
[A] and [X] of the dn electron configuration, since the 
identity representation [0] does not occur in the 
Kronecker products [A] X [A'] X (,tt] for (,tt] = [61 or 
[52], i.e., c([A][A'][,uD = 0 for all [A] and [A']. 

Further simplifications for the remaining 32 
operators can be found from an inspection of the 
classification of the states of dn electron configurations 
for n :::;; 5 given in Table IV, together with the tables 
of the numbers c([A][A'](,tt]) for [,u] = [22], [3], [42], 
and [44] given in Tables Va-d. 

If the perturbation expansion is restricted to second
order, only the eight effective operators eo through f3 

need be considered. The four operators eo, e1 , e3 , 

and 11 all transform as [0]0, and thus their matrix 
elements are completely diagonal in [A]. Since there 
are just three different representations [A] in d3 , only 

n 

o 
1 
2 

3 

4 

5 

TABLE IV. Classification of the states of 
d n (0 ~ n ::;; 5). 

{A} 

{O} 
{I} 
{II} 
{2} 

{U1} 
{2l} 

{1111 } 
{211} 

{22} 

{UllI} 
{2Ill } 

{22I} 

[P] 

[0] 
[1] 
[11] 
[2] 
[0] 
[11] 
[21] 
[1] 
[1] 
[21] 
[11] 
[22] 
[2] 
[0] 
[0] 
[2] 
[11] 
[1] 
[21] 
[22] 

'S 
"D 
sPF 
'DG 
IS 
4PF 
'PDFGH 
'D 
5D 
apDFGH 
apF 
'SDFGI 
'DG 
'S 
·S 
4DG 
'PF 
'D 
'PDFGH 
'SDFGI 
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three independent operators transforming as [0]0 are 
required; hence 11 can be absorbed in eo, e1, and 
ea. Thus, to second-order, the energy levels of the dn 

configuration may be expressed in terms of the seven 
operators eo, el, e2, ea, e4, 12 , and la, in agreement 
with the prior observations of FeneuilleP 

Extension of the perturbation expansion to third 
order introduces five additional three-particle opera-
tors (ts through (9) of type guu, seven four-particle 
operators (jl through h) of type gggg, and eighteen 

TABLE Va. The numbers c([J.][J.'](22]) for R •. 

~ [.I.] [0] [1] [11] [2] [21] 

[0] 
[11 1 
[11] 1 
[2] 1 1 
[21] 1 2 
[22] 1 1 

TABLE Vb. The numbers c([J.](A'][3]) for R •. 

[01 
[1] 
[11] 
[2] 
[21] 
[22] 

[0] [1] [11] [21 [21] 

TABLE Vc. The numbers c([J.](J.'][42]) for R •. 

[0] 
[1] 
[11 ] 
[2] 
[21] 
[22] 

[0] [1] [11] [2] [21] 

TABLE Vd. The numbers c([J.][J.'j[44]) for R •. 

[0] 
[1] 
[11] 
[2] 
[211 
[22] 

[0] [1] [11] [2] [21] 

[221 

1 
1 
1 
1 
1 
1 

[22] 

1 
1 

[22] 

[22] 

TABLE VI. Number of scalar N-particle (N ~ 4) operators 
required to characterize the energy levels of dN electron 

configurations. 

[0]0 [22]0 [3]0 [42]0 [44]0 

N=O 1 0 0 0 0 
N= 2gg 1 1 0 0 0 

uu 1 1 0 0 0 
N= 3ggg 1 1 0 1 0 

uug 1 2 1 1 0 
N = 4gggg 2 2 0 2 1 

gguu 3 6 3 5 1 
uuuu 2 2 1 1 1 

Total number 12 15 5 10 3 
Number required 6 9 2 3 1 

four-particle operators of type gguu. Judd30 has 
observed that in third order there are coupling 
restrictions on the ranks of the tensor operators 
constituting the four-particle operators of type gguu 
and, as a result, it is not possible to parameterize 
freely these operators. However, four-particle terms 
arising from higher orders of perturbation are un
doubtedly free of this restriction, making a complete 
parameterization then possible. 

If the four-particle operators are neglected, then 
just two additional operator t6 and 18 are required to 
complete the parameterization of the three-particle 
effective operators, since the operators I s ,t7 , and t9 

may be absorbed by the operators of type gg, UU, and 
ggg. Thus the effects of two- and three-particle oper
ators may be completely described in terms of the nine 
operators eo, e1 , e2, e3, e4, t2, 13 , t6 , and ts. In this 
case there is one more operator than there are terms 
in d3

• 

Accounting for the effects of -two- and three-particle 
operators together with the four-particle operators of 
type gggg requires a total of 19 operators (6[0]0, 
8[22]0, [3]0, 3[42]0, and [44]0), whereas there are 
just 16 terms in d4• If the effects of all possible four
particle Hermitian operators are considered, it is 
apparent, from inspection of Tables IV-VI, that a 
total of 21 operators would be required, compared 
with the expected number of 45 operators found by 
ignoring additional symmetry restrictions. 

D. Explicit Construction of the Three-Particle 
Operators 

Shadmi31 has studied the effect of the three-particle 
operators 12 and 13 on the energy-level structure of the 

30 B. R. Judd, "Effective Operators for Configurations of Equiv
alent Electrons," (NATO Summer Institute on Correlations in 
Atoms and Molecules, Frascati, 1967). 

31 Y. Shadmi, "The Use of a Complete Set of Parameters of 
Effective Interactions between 3d Electrons in the Spectra of the 
Iron Group," presented at the Atomic Spectroscopy Symposium, 
National Bureau of Standards, Gaithersburg, Maryland (1967). 
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3dn configurations of the iron group. It would be 
interesting to repeat his analysis including the addi
tional three-particle operators f6 and fs and thus to 
complete the parameterization of the three-particle 
operators. 

The operator fs transforms as ([2][1])(3]0 and is 
proportional to a linear combination 

! (V~2). [all(v~l)v~l)P) 
i*i*h 

of the operators v (1) , V(2), and v (3) • The coefficients 
akk, of linear combination are directly proportional to 
the values assumed by the generalized Wigner coupling 
coefficient13 

([l1]kq(ll)k'q' / [1]2) 

= ! ([l1)k" / [1)2 + d)([l1]k + d I [A]K) 
[AJK 

X «(A]K + d I [l]2)«[11][1])[A), [1], [1] / [11], 

([1][1))[11], [1])( -1)k{[K, k,]}!{k k' 2}. (39) 
2 K 2 

However, [A]K is restricted to [ll]PF; hence the 
dependence of the coupling coefficient on k and k' is 
proportional to just 

! ([11]k + d / [l1]K)( _l)k+K[K]{[k,]}!{k k' 2}. 
K 2 K 2 

(40) 

Using Racah's tables2 of «(Il]k + d/ [1l]K), it is 
readily shown that the operator 

! (vi2). [2!(~jl)V~»(2) 
i*i*h 

- 7~{V~3)vi.3»(2) + 7!(V;1)vi.3»(2)]) (41) 

does indeed transform as ([2][1])[3]0, and hence may 
be taken for the operator fs . 

The explicit construction of the four-particle 
operators has yet to be made, but poses no special 
difficulties. Smith25 and Judd30 have given the corre
sponding classifications for jn configurations, and 
Judd15 has constructed operators of type ggg for these 
configurations. 

E. Classification of Spin-Dependent Two-Particle 
Operators 

The theory of plethysm provides a particularly 
useful basis for studying the properties of spin
dependent two-particle operators, such as those 
associated with the spin-spin and spin-other-orbit 
interactions. Judd32 has discussed the classification of 

32 B. R. Judd, Physica 33,174 (1967). 

these operators for dn electron configurations by 
conventional methods. The application of plethysm 
to the classification of these operators for In con
figurations is now taken up. 

The spin-spin interaction for a configuration In 
may be taken as2 

Hss = -2! ! [(k + l)(k + 2)(2k + 3)]! 
i*j k 

X Mk(lIIC(k)lll)(lIIC(k+2)11l){W~1k)w1k+2)}(22)o, 

(42) 

where Mk is the radial integral defined by Marvin33 

and the notation generally follows that of JuddP 
The reduced matrix elements of C(k) vanish unless 

k is even. Thus the operators W(1k) and W(lk+2) trans
form as the representations (2), [2], and (20) of 
Spa, R7 , and G2 , respectively. The spin-spin operator 
must then transform according to some of the rep
resentations of Spa contained in the plethysm 

(2) 0 {2} = (0) + (J2) + (22) + (4). (43) 

The representation (4) may be discarded, since all the 
states ofjN transform as (1 ... 10· . ·0) of Sp14' The 
remaining representations «(1) may be rapidly decom
posed into those of SU2 X R7 by performing the 
plethysms 

([l)[!]') 0 «(1) (44) 

and remembering that 

[1] 0 {A} = {A}. (45) 

As an example, the representation (22) of SP14 may 
be decomposed into those of SU2 X R7 as follows: 

([1 ][!]') 0 (22) = ([I mn 0 ({22} - {J2}) 

= {22}([!]' 0 {4}) + ({31} + {212}) 

X ([!]' 0 {31}) + ({4} + {22} 

+ {J4})([!]' 0 {?2}) - {12}([H 

o {2}) - {2}([!]' 0 {12}) 

= 5{22} + 3({31} + {2J2} - {J2}) 

+ 1({4} + {22} + {14} - {2}) 

= 5([22] + [2] + [0]) + 3([31] 

+ (2J2J + [2J + {ll]) + 1([4J 

+ (22J + (2J + [taJ + [0]). (46) 

Proceeding in this manner, the branching rules of 
Table VII are readily established without recourse to 
the usual chain calculation. 

The spin and orbital parts of Hss transform identi
cally to those of the state 5 Do, and hence only the 
representation (22) of SP14' appearing in Eq. (43), 

33 H. H. Maruin, Phys. Rev. 71, 102 (1947). 
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TABLE VII. Branching rules for the reduction 
Sp14 -- SU, X R7 • 

(0) 1[0) 
(1") 3(1"]1(2] 
(14) 5 [P]3[2I1]1(22) 
(2) 8([2][0))1 [12] 
(22) 5([22] [2] [0])'( [31 ][212] [2] [12])'([4] [22][2][13)[0]) 

need be obtained. Using Eq. (46) and then decom
posing the representations [A.] of R7 into the represen
tations (ul u2) of G2 , it is found that the spin-spin 
interaction may be expressed in terms offour operators 
transforming individually as 

(22) [22](20), (22) [22](21), 

(22) [22](22), and (22) [2](20), 
(47) 

in agreement with the classification obtained by Judd 
and Wadzinskj18 by the conventional chain calculation. 

The spin-other-orbit interaction Haoo for the con
figuration In may be written as32 

Heoo = ! ! [(k + 1)(21 + k + 2)(21 - k)]l 
if'i k 

X [{w~Ok+I)w?k)rll)O 

X {Mk- 1(l! IC(k+I)lll)2 + 2Mk(/IICCk)IIl)2} 
+ {w~Ok)w?k+I)rU)O 
X {Mk(lIICCk)III)2 + 2Mk- 1(IIIC(k+1)lll)2}J. 

(48) 

The rank k may be even and odd; hence the 
plethysm 

(12) ® {2} = (22) + (J4) + (12) + (0) (49) 

must be considered as weIl as that of Eq. (43). Re
membering that Heoo transforms identically to the 
state 3PO and making use of Table VII, the classifica
tion of Table VIII is obtained. However, the operators 
of type uu and gg, transforming as the (22) repre
sentation of Spa, may be combined; hence the 
spin-other-orbit interaction may be expressed as the 
sum of eight operators, two transforming as (12), one 
as (I 4), and five as (24). 

F. Quasispin Oassification of Operators 

The classification of N-particle operators may be 
usefully extended by introducing the quasispin32.34 

quantum number K to label the representations (CI) 
of the symplectic group SpelH' This amounts to 
finding the decomposition of representations of the 
group RBIH into those of SU2 x Sp4IH' In the case 
of N-particle operators this involves the decom-

34 R. D. Lawson and M. H. Macfarlane, Nucl. Phys. 66, 80 
(1965). 

position of representations [11 ••. 10 •.• 0] containing 
not more than 2N symbols 1. If there are r symbols I, 
then the decomposition is given by the plethysm 

«I)[!]')® W]. (50) 

As an example, the decomposition of the anti
symmetric representation [14] of R2B into those of 
SU2 X SP14 may be obtained as 

((1)[t]') ® [14] = «I)[t]') <8> {I4} 

= {22}([t]' <8> {22}) + {2I2}([1l' 

® {3t}) + {J4}([U ® {4}) 

= 1«22) + (12) + (0» + 3«212) + (2) 

+ (12» + 5«(14) + (12) + (0», 

in agreement with Judd's earlier chain calculation)5 
The representation (22) occurs in the decomposition 

of [14] of R2B with quasispin K = 0 only, and hence 
the spin-spin interaction Hss is diagonal in the seniority 
number v and for a given v independent of the number 
of particles n. 

The interpretation of the role of quasispin for 
spin-other-orbit interactions Haoo is rather more 
complex and has been discussed by Judd32 for the 
particular case of dn configurations. The spin-other
orbit interaction for fn configurations may be repre
sented in terms of operators that preserve the quasi spin 
quantum number K by constructing a set of ten 
operators having the transformation properties in
dicated by the classification scheme of Table IX. The 
operator transforming as 3(12)[12](11) transforms 
identically to the spin-orbit interaction, and hence 
may be absorbed by the ordinary spin-orbit inter
action. 

While the group-theoretical description of the 
spin-other-orbit interaction does introduce striking 

TABLE VIII. Classification of spin-other-orbit operators for r 
configurations. 

Plethysm 

(P) @ {2} 

(2) @ {2} 

Type 

uu 

gg 

Classification 

(l1)[JI)(1l) 
(14)[21')(11) 

(30) 
(22)(1'](11) 

[21'](11) 
(30) 

[311(30) 
(31) 

(11)Ill}(11) 
(2J}[P](1l) 

[21")(11) 
(30) 

[31)(30) 
(31) 
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TABLE IX. Quasispin representation of spin-other-orbit 
operators fortn configurations. 

(a) 

(14) 

(1") 
(J2) 
(22) 

(1") 

K 

2 

1 
o 

o 

[A] (Ul uo) 

[2P] (11) 
(30) 

[1'] (11) 
[P] (11) 
[12] (II) 
[212] (11) 

(30) 
[31 J (30) 

(31) 
[l2] (11) 

simplifications such as selection rules and the seniority 
dependence of the matrix elements, the advantage 
gained is largely offset by the need to consider the 
matrix elements of all ten of the operators classified 
in Table IX, each of which is a particular linear 
combination of the two-particle spin-dependent opera
tors appearing in Eq. (48). 

G. Further Remarks on N-Particle Operators 

The classification of N-particle operators for jn 
configurations could be of particular interest in 
nuclear problems. In this case the symplectic group 
SpZHl plays an important role, and plethysms of the 
type 

[j] ® (0) + (11» ® {N} 

have to be considered. 
The classification of scalar N-particle operators for 

dn configurations of neutrons or of protons is identical 
to that found for electrons, if the eigenfunctions of the 
states are in the LS basis. The isotopic spin would 
have to be considered for configurations involving 
both neutrons and protons, and the classification of 
scalar operators presented here would need some 
extension. If tensor forces are admitted, it is necessary 
to extend the classification to include nonscalar 
operators, but no new principles arise. 

IV. SELECTION RULES 

The explicit calculation of the matrix elements of 
operators having well-defined transformation prop
erties may be greatly simplified by the judicious 
application of selection rules. If the bra, operator, 
and ket of a matrix element transforms individually 
according to the representations r a' r b, and r e of 
some group G, then the number of times C(rarbrC) 

the identity representation appears in the Kronecker 
product r a X r I> X r c determines both whether or 
not the matrix elements vanish and the number of 
independent sets of matrix elements that correspond 
to a given (ra, r b, rc). 

The Kronecker products may be readily evaluated 
for continuous groups using Littlewood's theorem.23 

If c(r arbr c) = 0, the'vanishing of the matrix elements 
is assured. An inspection of Tables IV and Vb shows 
that the matrix elements of the three-particle scalar 
operator f8 vanish in all dn

, except for the states 
labeled by the [21] and [22] representations of R 5 • 

For the half-filled d5 shell the diagonal matrix elements 
associated with these representations vanish, leaving 
just the matrix elements connecting the 2DFG states 
of [21] to the 2 DFG states of [22]. Thus in d5 there are 
just three nonvanishing matrix elements of 18 , 

If C(rarbrc) = IX, then there are not more than IX 
linearly independent sets of matrix elements associated 
with the labels r a , r b, and re' Since c([21][21][3]) = 
1, it follows that the matrix elements of f8 for d4 

diagonal in [21] are simply proportional to the 
corresponding matrix elements ind3• Thus the complete 
evaluation of the matrix elements of 18 for dn con
figurations involves, at most, the explicit calculation 
of thirteen matrix elements. 

Further selection rules may be obtained by resolving 
the Kronecker squares of irreducible representations 
into their symmetric and antisymmetric parts, as 
noted by Judd and Wadzinski18 and elaborated upon 
by Smith and Wybourne,24 using the method of 
plethysm. 

V. CONCLUSION 

Littlewood's algebra of plethysm plays a decisive 
role in the development of the theory of complex 
spectra. In particular, the ambiguities of the usual 
chain-calculational methods are entirely removed. 
The algebra of plethysm rests heavily upon the theory 
of induced matrices, and substantial progress in the 
development of the theory of complex spectra should 
be possible by focusing attention upon the inducing 
matrices associated with the construction ofplethysms. 
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It is shown that the necessary and sufficient conditions for the vacuum solutions of a certain metric 
to be of type null according to the Pirani-Petrov classification are that a certain other metric be confor
mally flat. The general solution is obtained. 

In an earlier paper! the metric 

(1) 

d*S2 = *gii dxi dx i, (i,j,"', = 1,2,4), (2) 
where wand *gi} are function of Xi only, was con
sidered, and it was found that the necessary and 
sufficient conditions in order that the vacuum solutions 
corresponding to the metric (1) be of type null 
according to the Pirani-Petrov classification2 are given 
by 

(3) 

*W;i *w;hJ -- *W;h *W;i} = 0, (4) 

where an asterisk denotes quantities defined with 
respect to the metric '(2) and a semicolon followed by a 
lower index implies covariant differentiation with 
respect to (2). 

The object of this note is to show that Eqs. (4) 
are precisely the conditions for the metric (2) to be 
conformally flat. Hence the necessary and sufficient 
conditions for the vacuum solutions corresponding to 
the metric (1) to be of type null according to the 
Pirani-Petrov classification are that the metric (2) be 
conformally flat and that *w;; be a null vector. 

Proof: The empty space-time field equations for 
the metric (1) are! 

*Ri } + 2*W;i*W;} = O. (5) 
Also the necessary and sufficient conditions for a Va 
[and the metric (2) is a V3] to be conformally flat are3 

*Rii;k - *Rik;i + H*gik *R;j - *gii *R;k) = O. (6) 
Substituting from Eqs. (3) and (5) in (6) and 

rearranging the indices, we get precisely Eq. (4). 
Hence the result follows. 

Thus in the case when the vacuum solutions are of 
type null we can choose coordinates such that 

* gij = e
2
"'YJii' 

where a is a function of Xi and 

[

-1 

'YJii = ~ 

o 
-1 

o 

(7) 

~]. 
+1 

(8) 

• Present address: Dublin Institute for Advanced Studies, Dublin 
2, Ireland. 

1 M. Misra, J. Math. Phys. 7,155 (1966). 
2 F. A. E. Pirani, Gravitation-An Introduction to Current Research, 

L. Witten, Ed. (John Wiley & Sons, Inc., New York, 1962), Chap. 6. 
3 L. P. Eisenhart, Riemannian Geometry (Princeton University 

Press, Princeton, N.J., 1949), p. 92. 

And from Eqs. (3), (5), and (7) we get the equations 

'Y) iiW.w ' = 0 
,x,3 ' (9) 

O',i; - 0',;0',; + 'YJ;;,r/m( O',km + O',kO'.m) + 2W,iW,; = 0, 

(10) 

where a comma denotes partial differentiation. From 
Eqs. (9) and (10) we get 

'Y);i( O',ij + iO',iO',j) = o. (11) 

It follows that a is a function of 

(12) 

where rJ.i are arbitrary constants subject to the 
condition 

(13) 

From Eqs. (10), (12), and (13) it follows that 

(a" - a'2)rJ.;rJ. j + 2W,iW,j = O. (14) 

Here a prime denotes ordinary differentiation 
with respect to u. 

It is clear from Eqs. (9) and (14) that W also is a 
function of u. Hence we have 

(a ff 
- a,2 + 2W'2)1X;lX j = 0, (15) 

and, since rJ.i is not zero, we must have 

a" - a,2 + 2W,2 = 0. (16) 

Equation (9) is satisfied identically and we are left 
with only one equation, viz., Eq. (16), for determining 
a and w. 

If we put 
0' = -log cp, 

Eq. (16) becomes 

or 

cp" 
2W,2 - - = 0, 

cp 

W =f[~ d2cp
J!dU + con st. 

2cp du 2 

(17) 

(18) 

This is the well-known solution for plane gravi
tational waves. It was obtained earlier4 by the present 
author from different considerations. 
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Using Bondi's "radiation coordinates," the Brans-Dicke field equations describing the interior of a 
spher~ co?sisting of a J?t!rfect fluid and a radiation field, part of which is purely isotropic and the remainder 
of whIch IS purely radIal, are stated. A method for seeking solutions to these equations in the radiation
filled space outside the sphere is given. 

I. INTRODUCTION 

Several years ago Brans and Dickel - 3 proposed a 
new theory of gravitation, which differs from 
Einstein's theory by the presence of a scalar lI>(x~) 
(IX. = 0, 1, 2, 3, where XO is the timelike coordinate) 
in the field equations. One of the important con
sequences of this new theory is that the gravitational 
"constant" k is inversely proportional to the strength 
of the scalar field lI>(x~), and therefore depends on 
the gravitational configuration of matter. In addition, 
Einstein's theory is a special case of the Brans-Dicke 
theory; if we let lI>(x~) = const, and let the coupling 
constant w -+ 00, the field equations of the latter 
theory reduce to those of the former. Since the field 
equations of Brans and Dicke depend fundamentally 
on both tensors (such as the metric tensor gllv and the 
energy-momentum tensor Tllv) and scalars (such as 
the strength of the scalar field lI>(x~) and the contracted 
energy-momentum tensor T == Tv V) their theory is 
called the scalar-tensor theory. 

At present there is no evidence to preclude the 
validity of the scalar-tensor theory. While this theory 
does not predict an anomalous gravitational redshift, 
it does give values for the gravitational deflection of 
light rays and the perihelion advance of planetary 
orbits different from those given by Einstein's theory.4 
But in view of the relatively large discrepancies in 
the measurements of the deflection of starlight near 
the sun's limb during a total eclipse5 and the recent 
measurements of the oblateness of the sun,6 we must 
conclude that the scalar-tensor theory is not in 
conflict with observations, provided that w ~ 6. 

Only very recently, however, has this theory been 

* Publications of the Goethe Link Observatory, Indiana Uni
versity No. 83. 

t Present address: Department of Astronomy, University of 
California, Los Angeles, Calif. 

1 C. Brans and R. H. Dicke. Phys. Rev. 124, 925 (1961). 
2 C. Brans, Phys. Rev. 125, 2194 (1962). 
3 R. H. Dicke, Phys. Rev. 125, 2163 (1962). 
'R. H. Dicke, The Theoretical Significance of Experimental 

Relativity (Gordon and Breach Science Publishers,New York, 1964). 
• R. H. Dicke, Physics Today 20, 55 (1967). 
• R. H. Dicke and H. Mark Goldenberg, Phys. Rev. Letters 18, 

313 (1967). 

applied to more interesting problems in astrophysics 
in order to appreciate fully the implications of the 
addition of a long-range scalar interaction. By com
paring the predictions of this theory with those of 
Einstein's theory, we may hope to obtain important 
differences which might be used to decide between the 
two theories. For example, while Salmona7 has shown 
that certain gross features of a cold neutron star 
remain unchanged by the presence or strength of the 
scalar field, Morganstern and Chiu8 have shown that 
if a neutron star is observed to exhibit symmetric 
radial pulsations, then the existence of the scalar 
field may be ruled out. 

The purpose of this paper is to make an attack on 
the time-dependent problem. We shall consider a 
massive sphere consisting of a perfect fluid (i.e., a 
fluid which is incapable of exerting tangential stresses) 
to which we shall add both an isotropic radiation field 
inside the sphere, and a radial flux of electromagnetic 
energy inside and outside the sphere. After giving 
explicit expression to the field equations inside the 
sphere, a method for obtaining solutions in the 
radiation-filled space outside the sphere is presented. 

II. STRUCTURE EQUATIONS 

The scalar-tensor field equations are 

Gllv - tgllvG 

87T w 
= - c411> Tllv - 11>2 (lI>'IlII>,v - tgllvg~/lII>,~II>,/I) 

- 1I>-\II>,Il;v - gllvDII», 

D<I>=[-gr![[-g]!g~q<l>"L= 87T T (1) 
,., , (3 + 2w)c4 ' 

where, in addition to the symbols previously defined, 
GIlV is the contracted Riemann curvature tensor, 
G == G:, A,Il == aAlaxll , A;1l means covariant differ
entiation with respect to the coordinate x ll , and the 
coupling constant w is dimensionless. 

7 A. Salmona, Phys. Rev. 154, 1218 (1967). 
8 R. E. Morganstern and Hong-Yee Chiu, Phys. Rev. 157 1228 

(1967). ' 
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Since we wish to contemplate a system in which 
radiation plays a major role, it is advantageous to 
make use of the so-called "radiation coordinates" 
first introduced by Bondi9 and more fully discussed 
by Bondi, van der Burg, and Metzner.10 For the 
spherically symmetric case the metric in these co
ordinates takes the form 

ds2 = e2/l[(V/r)c2 du2 + 2c du dr) - r2 dQ2, (2) 

where dQ2 = de2 + sin2 e d</>2 and where V and {J 
are functions of both II and r, and (u, r, e, </» = 
(0, 1,2,3). Since this metric is both useful and not 
very well known, the nonvanishing Christoffel 3-index 
symbols are given in Appendix A. 

In order to construct the energy-momentum tensor, 
we consider a local Minkowski coordinate system 
(f, x, y, z) which is at rest with respect to the local 
matter inside the sphere, but which is moving with 
velocity w in the radial (x) direction with respect to the 
rest frame of the entire sphere. In this Minkowski 
system inside the sphere we now make use of the 
energy-momentum tensor, first given by Bondi,ll 
whose covariant components Tllv may be written as 
the matrix CP + 3. + i),' 

-EC 0 0 

-EC fi+B+E 0 
o ) 

0 0 P+B o ' 
0 0 0 fi+B 

(3) 

where P and 0' are the macroscopic pressure and 
density of a perfect fluid, respectively, 30' is the energy 
density of an isotropic radiation field, and E is the 
energy density of radiation travelling in the radial 
direction. 

It is clear that one may present a number of objec
tions against using this energy-momentum tensor. 
Atkinson has pointed out to me that, in addition to 
the considerations given by him in an earlier paper,12 
the artificial division of the radiation field into a 
purely isotropic part and a purely radial part entails 
the unreasonable assumption that the radial component 
is coherent, which is not possible over the surface of a 
sphere. But in order to allow for a noncoherent flux, 
the precise form of the energy:-momentum tensor 
would depend not only on the electromagnetic 
properties of the radiation, but also on the location of 

• H. Bondi, Nature 186, 535 (1960). 
10 H. Bondi, M. G. J. van der Burg, and A. W. K. Metzner, Proc. 

Roy. Soc. (London) A269, 21 (1962). 
11 H. Bondi, Proc. Roy. Soc. (London) A281, 39 (1964). 
12 R. d'E. Atkinson, Proc. Nat!. Acad. Sci. U.S. 51, 723 (1965). 

the local Minkowski coordinates with respect to 
Atkinson's "photon circle." 13 For the sake of sim
plicity, however, we shall continue to use Bondi's 
energy-momentum tensor and leave the aforemen
tioned modifications as the subject of a future 
publication. 

We now proceed to make a Lorentz transformation 
from our previous Minkowski coordinate system 
(t, x, y, z) to a second Minkowski coordinate system 
(t, x, y, z) which is at rest with respect to the rest 
frame of the sphere and is related to Bondi's radiation 
coordinates by 

dt = e/l[(V/r)! du + (Vc2/r)-! dr), 

dx = ef3(V/r)-! dr, (4) 

dy = r de, dz = r sin e d</>. 

By the method described in detail by Atkinson,12 we 
now transform our energy-momentum tensor from 
the first Minkowski coordinates to the radiation 
coordinates, and find in the latter coordinate system 
the nonvanishing components of the energy-momen
tum tensor are 

Too = e2/l(V/r)[(c4p + w2p)j{l - w2jc2) + C
2
E), 

TOl = TlO = e2f3(c 3p - wp)j(l + w/c), 

Tn = e2f3(rjV)(c2p + p)(l - w/c)/(l + w/c), 

T~ = T~ = -p, 

where 

c2p = c2p + 30', 

p = P + 0', 

E = E(l + w/c)j(l - wjc). 

(5) 

(6) 

Noting that T == T~ = -3p + c2p, we may now 
write out the scalar-tensor field equations as 

Goo - tgooG 

C Vc 2 

= - 2 (Vo - 2{JoY) - -3 ( e2
/l - Y1 + 2{JIV ) 

r r 

= _ 87T (e2/lV jr)(c2e + c4
p + w2

p _ c
4
p - 3Pc

2
) 

c4<1> I - W
2

/C
2 3 + 2m 

_ <1>00 + !!!.. ~(V C) <1> <I> _ y
2
c

2 
(<I> )2 - (<I> )2J 

<1> <1>2 ~ rIO 2r2 1 0 

+ <1>0 [2{Jo + Vc _ VIC _ {JI VC ] 
<1> 2r2 2r r 

+ <1>1 [CVo _ c{JoV _ V
2
C
2 + VY1C

2 + {JIV2C2], 
<1> 2r r 2r3 2r2 r2 

(7) 

13 R. d'E. Atkinson, Astron. J. 70, 517 (1965). 
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4{31 
Gn - tguG = - -

r 

= _ 81T (e2Pr/V) (1 - W/C)(PC2 + p) 
c4<D 1 + w/c 

- W(<D1/<D)2 - <Dn/<D + 2{31<D1/<D, (8) 

G01 - tgOlG == - ~ (e2P - VI + 2{31 V) 
r 

= _ 81T e2P (C
3
p - wp _ c

3
p - 3CP) 

c4<D 1 + w/c 3 + 2w 

_ V CW (<D1/<D)2 - <D01/<D 
2r 

+ <D1[{31 VC + VIC _ VCJ' 
<D r 2r 2r2 

(9) 

G~ - tg~G = G: - tg:G 

= _e-2P{2{301 _ ~ [Vnr - 2{31 V + 2r({3uV + {31 VI)]} 
C 2r 

= _ 81T (_p + 3p - PC
2
) 

c4<D 3 + 2w 

+ we-
2P

[<D1<D0 _ V (<D1)2J 
<D2 C 2r 

+ e-
2P

[_ <Do + V<D1J, 
<D rc r2 

-2P 
D<D = ~ [2r2<D01 + 2r<D0 - cV<D1 

cr 
- crV1<D1 - crV<Du ] 

81T(C2p - 3p) 
= c4(3 + 2w) , 

(10) 

(11) 

where the subscripts 0 and 1 on the variables V, <D, 
{3, and'Y (to be defined later) denote partial differentia
tion with respect to u and r, respectively. (Of course, 
the subscripts 0 and 1 on G, g, T, and r indicate 
components.) 

III. METHOD FOR OBTAINING SOLUTIONS 
OUTSIDE THE SPHERE 

It is clear that the equations describing the radiation
filled space outside the sphere are readily obtained 
from Eqs. (7) through (11) by setting everywhere 
p = 0 and p = o. We immediately notice that we 
seem to have one more equation than unknowns. 
This apparent difficulty is easily explained by the 
fact that the vanishing divergence equation is con
tained in Eq. (1), and therefore one of the five 
equations obtained from Eqs. (7) through (11) is 
redundant. 

[In order to avoid lengthening this paper unneces
sarily, the five equations obtained from Eqs. (7), 

(8), (9), (10), and (11) by setting p = 0 and p = 0 
will be designated Eqs. (7'), (8'), (9'), (10'), and (U'), 
respectively, and will not be written out explicitly.] 

We now notice that if we define a new variable 
'Y(u, r) related to <D(u, r) by 

'Yll = <D, (12) 

then Eq. (11') may be immediately integrated to obtain 

V = 2['Y0 - r'YOl + r2'YOll + 3][cr'Ylll ]-l, (13) 

where 3 = 3(u) is an arbitrary function of u only. 
Also, in view of the definition of 'Y(u, r), Eq. (8') 

may be written as 

2{31 = [r'YUU'Yll + wr'Y~U][2'Y~1 + r'Ylll'Yur
l

. 

(14) 

And finally, Eqs. (9'), (8'), (11'), and (12) may be 
combined to give 

2{3 = In [VI - !:('Yon) + v('YU1)J. (15) 
c 'Yll 'Yu 

If we now substitute for V and VI from Eq. (13) into 
Eq. (15), differentiate the result to obtain a second 
expression for 2{31 , and set this result equal to the right
hand side of Eq. (14), we obtain one equation in one 
unknown whose solution gives 'Y(u, r). Substituting 
this solution back into Eqs. (13) and (15), we obtain 
V(u, r) and {3(u, r), which may in turn be substituted 
into Eq. (7') to give an expression for the energy 
density of the radiant flux from the sphere €(u, r). 

IV. CONDITIONS FOR PHYSICALLY 
MEANINGFUL SOLUTIONS 

As would be expected, the fifth order, nonlinear 
partial differential equation for 'Y(u, r) obtained by 
the method outlined in the previous paragraph is not 
easy to solve. In addition, the requirement that our 
solutions be physically meaningful adds another 
degree of difficulty to the problem. For example, the 
solution 

'Y = U r n+2 + U'r + V", (16) 
(n + 1)(n + 2) 

where U, V', and U" are arbitrary functions of u only, 
and where 

1 ± (3 + 2w)! 
n= , 

w+l 

may be dismissed as unphysical after a moment's 
consideration: e.g., it predicts that the ratio of the 
values of the gravitational "constant" at the earth's 
orbit to that at Neptune's orbit for the case w = 11 
is either approximately (30)+! or (30)-1. There are, 
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however, two general requirements we can place on 
the solution in order for it to be physically meaningful. 

1. The solution must reduce to Vaidya's solution in 
the Einsteinian limit. 

As was previously mentioned, in the Einsteinian 
limit where <1> = const and w -+ 00, the scalar-tensor 
field equations reduce to the field equations of ordinary 
general relativity. The solution to Einstein's equations 
for the physical situation under consideration was 
first given by Vaidya14 and later elaborated upon by 
Bondill ; it is 

f3 = 0, V = r - 2m, E = moc3 j47Tkr(r - 2m), 

(17) 

where m = m(u) is an arbitrary nonincreasing func
tion of u only. Since the properties of this solution 
have been considered in detail by Lindquist et al.,IS 
we shall forego any such elaborations. Suffice it to say 
acceptable solutions must reduce to Vaidya's solution 
in the Einsteinian limit. 

2. In the limit that the fluX (E) vanishes, we must in 
principle be able to transform the resulting solution to 
O1ie of the four empty space solutions of Brans. 

By way of analogy with ordinary general relativity, 
we notice from Eq. (17) that E = 0 in the limit as 
m -+ const. As mentioned by Lindquist et al.,15 
Finkelstein has shown that, under the condition that 
m = const, Vaidya's metric 

ds2 = (1 - 2mjr)c2 du2 + 2c du dr - r2 dQ2 (18) 

reduces to the Schwarzschild metric 

ds2 = -(1 - 2mJr)-I dr2 - r2 dQ2 + (l - 2mJr)c2 dt 2, 

(19) 
if we take 

cu = ct - , - 2m In [(r - 2m)j(R - 2M»), (20) 

where Rand M are constants having the dimensions 
of length. 

Now, Brans2 . l6 has given four solutions to the 
scalar-tensor field equations in empty space outside 
a spherically symmetric distribution of matter for the 
case of the isotropic metric 

ds 2 = e2~c2 dt2 ~ e 2Y(d,i + ri dQ2
). (21) 

It is usually argued (see, for example, Salmona7) that 
Brans's "Solution 1" is the physically meaningful 

14 P. C. Vaidya, Nature 171, 260 (1953). 
15 R. W. Lindquist, R. A. Schwartz, and C. W. Misner, Phys. Rev. 

137, B1364 (1965). 
16 C. Brans, Ph.D. thesis, Princeton University (196\). 

solution of the four, namely, 

ell = D['l - B]l/J., 
'1 + B 

e¥ = E 1 +- -- , [ 
B]2[rl - B]U-A-Il/J. 

'I r1 + B 

cJ)=F -- , [
'1 - BJA/J. 
'1 + B 

where A, B, D, E, F are constants, and where 

,1.2 = (A + 1)2 - A(l - iwA) > O. 

(22) 

Having obtained an expression for E from Eq. (7') 
using the solution 'feu, ,) which we want to test, we 
place conditions on 'f so that E = O. Under these 
conditions V becomes V* and f3 becomes f3* , and we 
may transform from our radiating metric 

ds 2 = e2P*{(V*Jr)c2 du 2 + 2c du dr} - ,2 dQ2 (23) 

to the isotropic metric in Eqs. (21) and (22) by means 
of the equations 

u = u(r I , t) and , = 'ler. (24) 

Clearly, we have an acceptable solution if the trans
formation is successful, namely, if 

V*c
2 

e2/J'-r (OU)2 + 2ce2/J·+¥ (OU ) (1 + r
l 

dY ) 
'1 orl 0'1 d'i 

(25) 

(26) 

(27) 

Unfortunately, all attempts to find analytical 
solutions 'feu, r) which meet the above two conditions 
have so far been unsuccessful. Nevertheless, the 
obtaining of solutions to the problem of radiating 
spheres in the scalar-tensor theory may be expected 
to shed much light on the equation of deciding 
between the Brans-Dicke theory and the Einstein 
theory. And clearly this is one of the most important 
and intriguing questions facing the general relativist 
today. 
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APPENDIX A 

The nonvanishing Christoffel 3-index symbols for 
the metric stated in Eq. (2) are 

ro = 2(J + Ve _ VIC _ (JIVe 
00 0 2r2 2r r' 

r~3 = sin2 er~2 = (re-2P je) sin2 e, 
r~o = eVo _ e(JoV _ V

2
e
2 + VV1e

2 + (JI V2e2 , 
2r r 2r3 2r2 r2 

JOURNAL OF MATHEMATICAL PHYSICS 

r I _ r I _ (JIVe + VIC _ Ve 
10 - 01 - r 2r 2r2 ' 

r~1 = 2(Jl' 
r;3 = sin2 en2 = - Ve-9.P sin2 e, 
r:1 = ri2 = r~1 = r~3 = llr, 

r~3 = -sin e cos e, 
r:3 = q2 = cot e, 

where the subscripts 0 and 1 on the variables V(u, r) 
and (l(u, r) indicate partial differentiation with respect 
to u and r, respectively. 
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The highest-weight polynomials of irreducible representations of U 3 occurring in the reduction of the 
direct product of two irreducible representations are constructed from Young diagrams. The different 
irreducible representations in the product are labeled by a parameter which distinguishes their multi
plicities also. The method of this paper can be easily extended to any Un. 

I. INTRODUCTION 

MoshinskyI discussed a procedure for de~iving the 
Wigner coefficients for Un and gave the details for 
U3 • He showed that the highest-weight polynomial 
P of the representation (hI' h2' h3) occurring in the 
product (h~, h~, 0) x (h;, h~, 0) is a solution of the 
following equations: 

CuP = h~P, 

C33P = h~P, 

C~P = hl'P, 

where 

C 22P = h~P, C12P = 0, 

CuP = h~P, C34 P = 0, 

C~'P = 0, fl. < fl.' = 1,2, 3, 

3 

Css ' = L al'sa~" 
1'=1 

(1) 

(2) 

(3) 

and aI's are boson creation operators and a~ are the 
corresponding annihilation operators. The solutions 
of Eqs. (1), (2), and (3) are polynomials in a 
basis for the irreducible representation (hI' h2' h3' 0) 
of U4 in which the two subgroups U2 , whose genera
tors are Cll , C12 , C21 , C22 and C33 , C34 , C43 , C44 , 
respectively, are explicitly reduced so that the poly
nomials are of highest weight in these subgroups. In 

1 M. Moshinsky, J. Math. Phys. 4, 1128 (1963). 

this procedure there is the difficulty of the appearance 
of negative powers of functions of aI's in some forms of 
the solution (division problem). Suitable combinations 
have then to be worked out to get the required poly. 
nomial solutions. This involves considerable diffi· 
culty-even in the case of U4 • The object of this paper 
is to obtain these highest-weight polynomials in a 
more direct way, based on Littlewood's rules for 
building up the product representations. After getting 
the highest-weight polynomial, the entire basis for 
that representation can be obtained by applying the 
lowering operators2 on the highest-weight polynomial. 
The generalization to the case of Un is straightforward 
and gets rid of the division problem. 

II. PRODUCT REPRESENTATIONS 

Let A = (h~, h~ ,0) and B = (h~, h~ ,0) be two 
irreducible representations of U3 • (We can restrict 
ourselves to such representations where the last 
component is zero.) The various irreducible repre
sentations in the product A X B are obtained accord
ing to, Littlewood's rules3 by applying h; symbols (X 

and h4 symbols (l to the rows of the Young diagram 

2 J. G. Nagel and M. Moshinsky, J. Math. Phys. 6, 682 (1965). 
3 D. E. Littlewood, Theory of Group Characters (Clarendon 

Press, Oxford, Eng., 1950), p. 94. 
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of A so that: (i) After the addition of each set of 
symbols ~ and {J, we must have a regular Young 
diagram with no two ~'s or two {J's in the same column. 
(ii) If the total added symbols are read from right to 
left in consecutive rows of the final diagram, we obtain 
a lattice permutation of ~h.{Jh4. We use the symbols 1 
and 2 for the diagram of A and symbols 3 and 4 for ~ 
and {J in the diagram of B. The diagram of (hI, h2' h3) 
in A X B now takes the form 

h~ Xl 
r , ,.---..... 
11 .. 133 .. 3 

h~ X 2 Yl 
r , r , r , (4) 
22 .. 233 .. 344"4 

r "' 3 3 .. 3 4 4 .. 4, 
where 

h; + Xl = hI' h~ + x2 + Yl = h2' X3 + Y2 = h3' 

Xl+X2+X3=h~, and Yl+Y2=h~. (5) 

The rules (i) and (ii) lead to the inequalities 

Xl ~ Yl' Xl + X2 ~ Yl + Y2' 

h; ~ h~ + X2 ~ X3 + Y2' h~ ~ X3. 

Equations (5) are not all independent as they an~ 
subject to the condition hI + h2 + h3 = h~ + h; + 
h~ + h~. Thus there is only one independent variable 
which may be chosen as Yl' All the other quantities 
X and Y can be expressed in terms of the parameter 
Yl which distinguishes between the different repre
sentations occurring in the product and takes into 
account their multiplicities also. 

III. CONSTRUCTION OF THE HIGHEST
WEIGHT POLYNOMIAL 

We can associate a unique polynomial with each 
product diagram (4) as follows. We divide the diagram 
(4) columnwise into what may be called elementary 
permissible diagrams (EPD). A permissible diagram 
is one in which the symbols of A as well as those of B 
are separately in lattice order. A diagram is said to be 
elementary if it cannot be split into two permissible 
diagrams. This splitting of (4) into EPD is not unique. 
It can, however, be made unique by adopting the 
following convention: If a column in (4) is not an 
EPD, we construct an EPD containing this column 
by adjoining to it other columns of (4) as we proceed 
from left to right in (4). To associate a polynomial 
with each EPD, we first write down the polynomial 

where Sl' S2, ... , sr are symbols in a column of the 
EPD and 7T is the product taken over all the columns.4 

For brevity we write 'IjJ = 7T(Sl' S2' ... ,sr)' In the 
present case r S 3. This polynomial 'IjJ satisfies Eqs. 
(1) and (3), but not necessarily (2). Any EPD may be 
regarded as corresponding to a certain representation 
Al or Bl or Al X Bl . In the first two cases the asso
ciated polynomial 'IjJ satisfies Eqs. (3) also. In the third 
case we apply on 'IjJ the Young antisymmetrizer5 of BI . 
This antisymmetrized 'IjJ satisfies all the equations (1), 
(2), and (3). The polynomial associated with the 
diagram (4) is the product of the antisymmetrized 
polynomials associated with each EPD. The various 
EPD in (4) are as follows: 

I 1 I 3 1 3 3 3 

2, 23, 2 2, 3, 3, 4 , 4, 

3 4 4 4 

Their frequencies are, respectively, X3, a, m3 - a, 
m4 , Y2 - ma, X2 - Y2 + m3 - a, ml, m2, YI - ml , 

Xl - YI - m3 + a, where 

ml = min (h{ - h~ - X2, Yl), m2 = max (0, h{ - h2), 

m3 = min (h~ - X3, Y2), m4 = max (0, h~ - h3), 

a = min (m3' X2 - Y2 + m3)' 

The associated polynomials are, respectively, (123), 
(12)(134), (3)(124) - (4)(123), (12), (134), (13), 
(1)(34), (I), (34), and (3). The polynomial correspond
ing to the diagram (4) (on rearrangement) is 

P = (123)"'3 [(12)(134)] a[(3)(124) - (4)(I23)ra- a 

X (1 )h l ' -hz' -X2( 134 )Y2-ma(12) m0(l3 )X2-1I2+ma-a 

X (34 )YI(3)"'I-YI-ma+a. 

The polynomial obtained here coincides with the 
polynomials (6.7) and (6.15) given by Moshinsky.l 
This can be seen by settingYI = q and observing that 
a becomes m3 or X2 - Y2 + m3 respectively, as 
X2 - Y2 = h2 - h~ - h~ ~ ° or < 0. The symbols 
in Ref. 1 are to be identified with the polynomials 
(3)(124) - (4)(123). 

The results in the case of the chain U6 :::J U3 + Ua 
will be given in a separate paper. 
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Spherical Model as an Instance of Eigenvalue Degeneracy 
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It is shown that the free energy of the spherical model can be expressed in terms of the largest eigen
value of an integral equation. In three dimensions the spectrum of the integral equation becomes degener
ate as the critical point is approached from the high-temperature side, thus heralding the onset of 
long-range order. 

1. INTRODUCTION 

In the absence of any generally satisfactory theory 
of phase transitions, one is led to study idealized 
models which yield to exact analysis. The hope is 
that in so doing one will gain some insight into the 
intricacies of the transition region and that a general 
underlying mathematical mechanism for phase transi
tions will emerge. 

For the Ising model with nearest-neighbor inter
actions a mechanism for the transition is well known 
in the matrix formulation of the problem, where the 
free energy is related to the largest eigenvalue of a mat
rix,l and long-range order exists if and only if the 
largest eigenvalue is asymptotically degenerate2 (in the 
limit of an infinite lattice). Eigenvalue degeneracy, then, 
may be said to provide a mathematical mechanism 
for the Ising-model phase transition. 

Until recently it was generally thought that the 
mechanisms underlying the classical theories of phase 
transitions, which are based on the assumption of 
weak long-range forces, and the theories based on 
short-range forces must be essentially different. Kac, 
however, has proposed a class of Ising models with 
exponentially decaying interactions, which approach 
on the one hand, the classical theories (when the 
inverse range of interaction y approaches zero) and, 
on the other hand, the short-range or Onsagarian 
theories3 (y approaches infinity). For general y, Kac 
has shown that the free energy can be expressed in 
terms of the largest eigenvalue of an integral equation 
and that long-range order exists if and only if the 
largest eigenvalue is degenerate. In two and three 
dimensions it has been demonstrated (but not proved) 
that the largest eigenvalue is asymptotically degenerate 
at sufficiently low temperatures and for small y, and 
it has been proved that in the classical limit (y ~ 0) 

• Address from September 1968: Applied Mathematics Depart
ment, Massachusetts Institute of Technology, Cambridge, Mass. 
02139. 

1 H. A. Kramers and G. H. Wannier, Phys. Rev. 60, 252, 263 
(1941). 

21. Askin and W. E. Lamb, Jr., Phys. Rev. 64, 159 (1943). See 
also the review article by G. F. Newell and E. W. Montroll, Rev. 
Mod. Phys. 25, 353 (1953). 

3 For a review see M. Kac, Brandeis Lectures, 1966. 

eigenvalue degeneracy occurs in one and higher 
dimensions. Kac suggests that such a mechanism may 
well prove to be general. Thus, given a Hamiltonian, 
one might hope to construct a linear operator whose 
largest eigenvalue is related to the free energy of the 
system and that the degeneracy of the largest eigen
value can be associated with a phase transition. 

The purpose of this note is to show that the 
spherical-model transition4 can be considered from 
this point of view. We will show in fact that the free 
energy can be expressed in terms of the largest eigen
value of an integral equation and that the spectrum of 
the integral operator becomes degenerate as the 
critical point is approached from the high-temperature 
side. 

2. ONE-DIMENSIONAL MODEL 

To illustrate the procedure let us consider first the 
one-dimensional spherical model consisting of a chain 
of N spins Xi such that - 00 < Xj < 00, XN+l = Xl 
and 

x 
Ix; = N. (1) 
j~l 

The partition function is given by 

x 
Zs = r . J dX 1 .•• dxx exp [2Ki~ XiX1+1} 

N 

j~'X; = N (2) 

where K = JlkT and J is the coupling constant 
between neighboring spins. Introducing the constraint 
(1) as a delta function in the integrand, one obtains, 
after elementary manipulation, 

(3) 

where 

Qx(s) = J~:JdXl ... dXN 

N N 

X exp [ -Si~lX; + 2Ki~lXiXi+ll (4) 

• T. H. Berlin and M. Kac, Phys. Rev. 86, 821 (1952). 
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and CXo is to be chosen so that all the singularities of 
the integrand are to the left of the line s = cxo. 

The integral in (4) can be done trivially by diago
nalizing the quadratic form in the exponent, and the 
final integral over s can be done by the method of 
steepest descents.4 It is important to note that the 
saddle point is real (which is necessary to obtain a 
real partition function). We remark also, following 
Lewis and Wannier,5 that QN(S) may be considered as 
the grand-partition function with the conjugate 
variable s deing determined by the condition 

N = - (a/as)[log QN(S)]. (5) 

Equation (5) is essentially equivalent to the equation 
determining the saddle point for (3), and either way 
one can consider sin Eq. (4) as a real variable. We will 
do so henceforth. 

Instead of evaluating QN(s) directly, we write the 
integral (4) in the form 

QN(s) = J~:' J dXl ... dx.v 

X exp [-K(zx~ - 2XlX2 + zx~)] 
X exp [-K(zx~ - 2X2X3 + zxi)]··· 

X exp [-K(zx~ - 2XN X l + zxDl 

= L:dXlK(N)(Xl , Xl), (6) 

where K(n)(x, y) denotes the nth iterate of the integral 
operator 

K(x,y) = exp [-K(zx2 - 2xy + zy2)], (7) 
and 

s = 2Kz. (8) 

Consider now the integral equation 

L: K(x, y)cf;(y) dy = Acf;(x). (9) 

It is not difficult to show that the kernel K(x, y) is 
symmetric, positive-definite, and that it is of Hilbert
Schmidt type, provided that z > 1. That is, 

00 

J J K2(X, y) dx dy = 7T/2K(Z2 - l)! < 00, 

-00 

provided that z > 1, (10) 

and it is essential now, of course, that z be real. It 
follows that, for z > 1, (9) has a discrete, non
degenerate set of positive eigenvalues ,1.0 > Al > ... , 
and a corresponding complete orthonormal set of 
eigenfunctions cf;;(x), and that 

00 

K(n)(x, y) = 1A~cf;lx)cf;ly). (11) 
j=O 

• H. W. Lewis and G. H. Wannier, Phys. Rev. 88, 682 (1952). 

When z = 1, the integral equation (9) becomes 

L: exp [- K(x - y)2]cf;(y) dy = Acf;(x), (12) 

which has a continuous spectrum [(7T/K)~, (0) for real 
functions [ep-(x) = exp (cxx)] and a continuous spec
trum [0, (0) for complex functions [cf;(x) = exp (icxx)]. 
In both cases, of course, the eigenfunctions are not 
contained in V( - 00, (0). 

Substituting (11) into (6) gives 

as N -+ 00, 

provided z = s/2K > 1, (13) 

and the problem is to find the largest eigenvalue ,1.0 

of the integral equation (9). 
The complete spectrum of (9) can easily be obtained 

by noting that the integral operator K(x, y) [Eq. (7)] 
commutes with the differential operator 

L = -(d2/dx2) + 4K2(Z2 - l)x2. (14) 

The normalized eigenfunctions of L, and consequently 
of (9), are the Weber functions 

cf; (x) = _1_ [2K(Z2 - l)!J* 
n (2nn !)! 7T 

X exp[-K(z2 -1)!x2]Hn{[2K(Z2_1)!]!X}, (15) 

where Hn{x) is the nth Hermite polynomial. The 
eigenvalues of (9) are then found by substituting (15) 
into (9) and putting x = ° for n even, and differentiat
ing and putting x = ° for n odd. One then finds that 

An = (7T/K)![z + (Z2 - 1)!]-(n+!), (16) 

and in particular from (13), provided z > 1, 

1 
-log QN(S) '" log ,1.0 = ! log(7T/2K) 
N 

- ! IOg[Z + (z~ - l)!], (17) 

which is precisely the value obtained by integrating 
(4) directly. The equation determining the "saddle 
point" z. [or, equivalently, the conjugate variable s 
from (5)] of the integral (3) is 

4K = (z; - l)-! or z. = [1 + (4Kr2]! > 1. 

(18) 
Notice from (16) that 

limAn = (7T/K)!, foraB n=0,1,2, .... (19) 
,""1+ 

That is, in the limit z -+ 1 + the whole discrete 
spectrum collapses into a point, or, in other words, 
the discrete spectrum becomes degenerate as z -+ 1 +. 
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We will show that this degeneracy (i.e., the colIapsing 
of the discrete spectrum into a point) heralds the 
transition in three dimensions. In one and two 
dimensions the saddle point Zs [see Eq. (18)] is such 
that the discrete nondegenerate spectrum is main
tained at all finite temperatures. 

3. TWO- AND THREE-DIMENSIONAL 
MODELS 

We now discuss the two- and three-dimensional 
models. Consider first a two-dimensional N x M 
lattice wrapped on a torus, with spins located on the 
vertices. Then, by analogy with the transfer-matrix 
method for the Ising model [or a straightforward 
generalization of the reduction (6) above], we have 
that 

QN,M(S) = f ~:. fIT dxi ; exp [ -s i~ ~lXi,j 
+ K 2* Xi'iXk,t] (,i,i) 

(/(,0 

= f ~:J dYI ... dyMK(N)(y, y), (20) 

where the starred sum is over nearest-neighbor sites 
(i,j) and (k, I), y = 0'1' ... ,y 111) and K(n)(x, y) 
denotes the nth iterate of the M-dimensional integral 
operator 

K(x, y) = exp [ -K i~ (ZXi2 - XiXi+l - 2XiYi 

- YiYi+l + Zy;)]. (21) 

The partition function is given by (3) with QN(S) 
replaced by QN 111 (s). 

Consider then the integral equation 

J ~:J dYl ... dY1I1K(x, y)~(y) = A~(x). (22) 

The change of variables 

(Xl) __ Jl~l a tr (Xr) , 
Yl r~O Yr 

where 

{

(l/M)t, for r = 0, 

atr = (21M)! cos (2rrlnIM), for r = 2n, (23) 

(21M)! sin (2rrln/M), for r = 2n - 1, 

transforms the kernel K(x, y) into separable form, 
i.e., 

M-l 

K(x, y) -- 2 exp [- K(w,;x; - 2xsYs + wsY~)], (24) 
s~O 

where 
Ws = Z - cos (2rrs/M) (25) 

and s denotes the integral part of (s + 1)/2. The 

eigenvalues of (22) are then products of eigenvalues 
of (9) with z replaced by w';' In particular, 

.JI-l 

Ao = IT {(Klrr)[ws + (w; - 1)tJ}-i, 
s~O 

~o(x) = If [ 2K (wi;; 1 )!r exp [- K( wi - 1)!x;] 

(26) 
and 

Al = [wo + (wg - l)!rlAo, 

~l(X) = xo[4K(wg - l)~]!~o(x). (27) 

In the limit N, M -- 00, we have from (20) and (26), 
provided z > 2, that 

QN,M r-..J Af (28) 
and 

Ao '""'-' (rr/2K)MI2 exp {- ~ fb)} , (29) 

where [wee) = z - cos e] 

f2(Z) = J.. (211 de log ([wee) + (w2(e) - 1)t]/2} 
2rr Jo 

= - de cosh-l (z - cos e) - log 2 1 1211 
2rr 0 

2lT 

= (2~)2fflog(z - cose - cos~)ded~, (30) 
o 

which is precisely the result obtained previously.' 
The equation determining the saddle point is 

2lT 

4K - (.l)2JJ de d~ 
- 2rr Zs - cos e _ cos ~ , (31) 

o 

and it is easy to show that for all K > 0 (i.e., for all 
temperatures) there is a unique solution for z. such 
that Zs > 2.4 Thus Wo = z - 1 > I, and from (27) 
the spectrum of the integral equation is nondegenerate 
for all temperatures. 

F or a three-dimensional N x M X M lattice one 
proceeds exactly as above, and, omitting obvious 
detail, one finds that as N, M -- 00 

QN,M,M r-..J Af, (32) 

where Ao is the largest eigenvalue of the M2-dimen
sional integral equation 

+ ZYL)J~({Yij}) = A~({Xi,;}). (33) 

Transforming to diagonal form, one finds that 
M-l 

Ao = IT {{K/rr)[w,;t + (W;l- l)!])-! (34) 
s,t~O " 
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and 

where 

w = Z - cos - - cos - . (
27TS) (27Tt) 

s.t M M 
(35) 

From (32), (34), and (35) one has, as N, M ---+ 00 

and provided that z > 3, that 

I U'/2 [M2f( )] Q.V.M.M "-' (7T 2K)" exp - 2 3 Z , (36) 

where 
2" 

13(Z) = (L)3 ffflOg [z - cos 6 - cos 0/ - cos X] 
o 

x d6 do/ dX' (37) 

The equation determining the saddle point is 

The integral (38) converges now as Zs --+ 3 +, giving 
a critical point 4Kc = 0.50546, and one can show that 
for K> Kc the saddle point "sticks" at Zs = 3.4 We 
now note from (34) that, as z --+ 3 +, 11'00 = Z -

2---+ 1+ and hence Ao/Al--+ 1, or, in othe~ words, 
the spectrum of the integral equation becomes degenerate 
as K ---+ K;. 

4. EIGENVALUE DEGENERACY 
AND LONG-RANGE ORDER 

To complete the analogy with the Ising model we 
derive expressions for the pair-correlation function 
in terms of the eigenvalues and eigenfunctions of the 
integral equation and show that long-range order 
exists if and only if there is eigenvalue degeneracy. 

Consider the one-dimensional case. From (3), (4), 
and (6) we have that 

p.v(r) = (XiX Hr) = Z:N\27Ti}-l L: ds eXs 

X f ~:J dXl ... dXXXjXHr 

S 

X exp [~5 -sx; + 2KX i XHl)] 

"-' AQ'iff dx dy duKU-l'(x, y) 
-00 

X yK(r'(y, u)uK(.Y-i-r+l)(u, x), (39) 

where, as before, K(n)(x, y) denotes the nth iterate of 
the kernel (7) and z appearing in Ao and KUI}(x,y) 
is the saddle point value z., Eq. (18). Using the de
composition (1\) of the iterated kernel in terms 
of the eigenvalues and eigenfunctions of the integral 

equation (9), (39) becomes 

where 

00 00 

( ) ~-x '" '" ~ N-rH [A (l) ]2 Ps r "-' IlO £.., £.., III Il m l.m' 
1=0 m=O 

(40) 

Ai~~ = L: dxo/z(x)xo/m(x), (41) 

and finally, keeping r fixed and letting N --+ 00, we 
have that 

00 

p(1)(r) = lim ps(r) = I (AmIAonAci~~}2. (42) 
."y-(f) m=l 

From (15) and the fact that 

--.l.1 foc H n(x)Hm(x)e-x' dx = on ",2nn!, (43) 
( 7T)2 -'YJ • 

we have from (41) and (18) that 

A~~~, = om.l[4K(z; - 1)trt = bm•l , (44) 

and hence from (16) and (41) that 

p(l)(r) = CAllAo)' = [zs - (z; - 1)~r, (45) 

which agrees with formula (39) of Ref. 4. Note that 
the correlation function is directly related to the 
ratio of the largest and next largest eigenvalue of the 
integral equation. Precisely the same is true in two and 
three dimensions. Thus, proceeding exactly as above, 
the pair, correlation function for two spins separated 
by a distance r in the "N direction" (take i ranging 
from 1 to Nand j and k from 1 to M) is given in 
dimensions d = 2 and 3 by 

where 

00 

p(<l'(r) = L (AmIAonA~~~n]2, 
m=l 

(

lim (xi.iXi+r.;) d = 2, 
(Il S •. lI-oc 

P ( (r) = . 
hm (Xi.i.kXi+r.i.k) d = 3, 

.Y. J/- 00 

A:~!n =f ~:J dxo/l(x)xo/rn(x), 

(46) 

(47) 

(48) 

and for d = 2 and 3, respectively, x = (x;), x = 
(x; k)' and Am and o/",(x) are the eigenvalues and 
eig~nfunctions of the integral equations (22) and (33). 
It is not difficult to reduce (46) to the formulas given 
in Ref. 4. We merely remark that, in three dimensions 
as T--+ Tc+, AI/Ao---+ 1 and long-range order sets 
in. For T> Tc lim (AdAoY = 0 and there is no 

long-range order. 
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The cosmological solution due to Taub resembles a radiation filled Robertson-Walker solution 
which contains long-wavelength gravitational radiation rather than electromagnetic radiation. This 
paper presents several schemes for obtaining 3-sphere "backgrounds" for the t = const space slices 
.,1(,(t) in the Taub solution. [.,1(,(t) is characterized by being homogeneous for each t.] The reason for 
finding such backgrounds is to present models for defining wave-background separation in general. 
Unspecified averaging methods as suggested by Isaacson work for short-wavelength gravitational 
radiation. We attempt here to specify a method which works even when the radiation is of long wave
length. One background is obtained by averaging the metric by Lie transport along certain invariantly 
defined vector fields on .,1(,(t). This background is compared with two other (different) plausible definitions 
for a background, and reasons are given to suggest that the Lie-transport average is the preferable 
definition. 

I. INTRODUCTION 

Isaacson! has given a discussion of high-frequency 
gravitational radiation when the metric can be written 
in coordinates such that gap = YaP + EhaP; Yap is 
supposed to be a slowly varying function of position
the "background metric," and haP is a rapidly varying 

'function of position. 
Considering gravitational radiation from this view

point, several problems are suggested. One is to find 
a background if one exists in a space presumably 
containing a background plus wave. Isaacson assumes 
that if such separation is possible, it can be found by 
sufficiently intense inspection. But it would be much 
more satisfactory to have an invariant method of 
finding the background when one exists. We propose 
that the background can be found by averaging along 
certain invariantly defined vector fields. On the Taub 
space slices .;I(, (t), these fields are invariantly defined 
because of the topological equivalence of .;I(,(t) to a 
3-sphere. These vector fields are also characterized by 
the fact that (a) they are Killing fields on a 3-sphere 
(in an obvious sense defined by identifying coordin
ates; see Sec. II) and (b) they are eigensolutions to 
the differential equation2 which has been suggested as 
a generalization of Killing's equation 

~(i,j) + Mi = ° ,i , (1) 

where the comma denotes covariant derivative in 
..4(,(t). This latter characterization is the one we 

• Supported in part by NASA grant NSG 436 and by the Aero
space Research Lab., Office of Aerospace Research, U.S. Air 
Force. This work is based on part of a thesis submitted as partial 
fulfillment of Ph.D. requirements at the University of Maryland. 

t Presently NSF Faculty Associate at the University of Texas, 
Austin, Texas. 

1 R. A. Isaacson, Phys. Rev. 166, 1263 (1968); 166, 1272 (1968). 
• R. A. Matzner, J. Math. Phys. 9 (1968) (to be published). 

propose in general. On the slices .;1(,(1), criteria (a) 
and (b) specify the only two vector fields which are 
Killing on the 3-sphere but not on .;I(,(t). 

Of the remaining four Killing fields on .;I(,(t), three 
describe the spatial homogeneity of the space, while 
the fourth gives one axis of isotropy at each point. 
.;I(,(t) can in fact be characterized by its homogeneity. 

II. THE TAUB SOLUTION 

Taub3 obtained a cosmological solution which is in 
a sense a generalization of the Robertson-Walker4 

(R.W.) metrics. It has RaP = ° and homogeneous but 
not isotropic t = const space sections .;1(,(1). In one 
particular coordinate system5 

ds2 = (12 + /2)(d(}2 + sin2 () d4>2) 

+ U(t)(21)2(dlp + cos () d4»2 

- 2(2/)(dlp + cos () d4» dt. (2) 

Here () E [0, 1TJ, 4> E [0, 21T) and 'P E [0, 41T) are 
coordinates on S3; / is a constant length (I> 0), and 

U(t) = -1 + 2(mt + [2) = _ (t - U(t - t+) 
t2 + [2 t2 + [2 ' 

where t± = m ± (m 2 + 12)!; m is another positive 
constant length. The function U(t) is positive only for 
C < t < t+; for t in this range, A(t) is spacelike. 
The surfaces t = t± are null surfaces which bound the 
solution from another region of 4-space described by 
the empty Newman-Unti-Tamburino (NUT) space,6 

3 A. H. Taub, Ann. Math. 54, 472 (1951). 
• For a modern exposition of these metrics see S. W. Hawking, 

Astrophys. J. 145,544 (1966). 
5 C. W. Misner and A. H. Taub, paper submitted to J.E.T.P. 

(1967). 
• E. Newman, L. Tamburino, and T. Unti, J. Math. Phys. 4, 

915 (1963). 
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which is given by the same metric in the region where 
U(t) < 0. In NUT space, t is a spacelike coordinate. 

The homogeneity of the space slices is demonstrated 
by the three Killing vectors [which are Killing in 
.M,(t) for each t5]: 

;x = -sin 4>00 - cos 4>(cot 00", - csc OOIjJ)' 

;v = cos 4>00 - sin 4>(cot 00", - csc (}oljJ)' (3) 

;z = 0",. 

Although these look like rotations, they have no 
fixed points, since they have nonvanishing length. 

There is also one more Killing vector in .M,(t): 

X z = - o~, . 
In addition, we may define two more vectors which 

are invariantly distinguished on the 3-sphere, but are 
not Killing in .M,(t): 

Xx = -sin 1pOo + cos 1p(csc 00", - cot OOIjJ)' 

Xy = -cos 1pOo - sin 1p(csc 00", - cot OOIjJ)' (4) 

The topological equivalence mentioned in Sec. I is 
simply given by the coordinates 0, 4>, 1p, which would 
be the Euler-angle coordinates on S3 if t2 + 12 = 412U. 

The Taub solution is a generalization of the closed 
R.W. model in the sense that .M,(t) for each t EO (C, t+> 
has only four Killing vectors. The corresponding 
slice in the R.W. metric is topologically S3 also, but 
the metric there does not distinguish any direction on 
the 3-sphere, and the R.W. metrics have six Killing 
vectors in each time slice; the full set of generators 
for the symmetries of the 3-sphere. The Taub solution 
is analytic5 for t EO (C, t+>. 

As we mentioned above, Xx and Xy are eigen
solutions to Eq. (1); their eigenvalues are, in fact, 
equal and equal to 

Ax.v = tB2(B-2 - A-2)2, 

where A2(t) == t 2 + 12 and B2(t) = 412U(t). The eigen
value vanishes when A2 = B2 in which case the 3-
space .M,(t) is instantaneously isotropic as well as 
homogeneous. Thus at this instant Xx and Xy are 
Killing and we identify them with the "missing" 
KiIIing vectors in general .M,(t). 

The vectors ;i and Xi are nowhere zero and so are 
wel1 suited to the averaging by Lie transport along 
them which we use in the following section. 

We shal1 have need of the foIIowing commutation 
relations for the invariant vector fields5 (where these 
are Lie brackets): 

[;i> ;j] = - Eijk;k' 

[;i' X j ] = 0, 

[Xi' X j] = - EijkXk' 

(5) 

III. THE ISOTROPIC BACKGROUND IN .M,(t) 

It has been suggested7
•
8 that Taub space is an R.W.

type solution, similar to Brill's gravitational radiation 
filled one,' but with the longest-wavelength gravita
tional wave that will fit into it giving the energy density 
to close it in place of the matter or radiation in the 
usual R.W. forms. We show here a way of finding 
underlying closed constant-curvature spaces for .M,(t) 
by a procedure of iteratively averaging the metric for 
the Taub slice .M,(t) along the non-Killing members of 
the sets {{;i} and {XJ. These are the vector fields 
that satisfy (a) and (b) of Sec. I. 

In the 3-space, six averaging vector fields are 
necessary to obtain a completely homogeneous and 
isotropic background space. For one can, by averaging 
over three fields which describe homogeneity in a 
3-space, obtain an anisotropic but completely homo
geneous space. Further averaging along these vector 
fields, which are then Killing, will have no effect. 
More averaging fields are needed. 

In this section, we shall make extensive use of the 
invariant definition of the vectors Xi and ;i' We shall 
average along these fields, and we note that Xi and ;i 
are everywhere nonzero in .M,(t). It clearly will be 
pointless to average along a Killing vector by the 
method of Lie transport, which we use here, so in this 
case we have initially only two vectors to consider 
averaging along Xx and Xy. In at least some com
pletely nonsymmetric situations-such as those ob
tained by small general perturbations from an R.W. 
form-we can have up to six such candidates for the 
vector fields in the 3-space. It is, of course possible 
that by averaging along one vector field we destroy the 
Kil1ing nature of another. We shall see that after 
averaging along Xx, say, in the space .M,(t), X z is no 
longer Killing. (If, as we do here, we average along a 
complete trajectory of Xx, then. afterward X x is 
clearly Killing.) Because of the commutation relations, 
Eq. (5), the ;i stay Kil1ing under Xi averaging. 

Now consider averaging the contravariant metric 
tensor gab of .M,(t). We do this by a process of Lie 
transport. Pick one of the averaging vector fields, say 
Xx' We then average gOo (P) along Xx by carrying the 
space back to the point p along the trajectories of Xx 
and averaging the values of g" there for the whole 
trajectory of Xx' 

We use the folIowing formula due to Misner9 : 

g" = A-2;i (8) ;i + (B-2 - A-2)Xz (8) X., (6) 

1 D. R. Brill, Nuovo Cimento Suppl. 2, No. I (1964). 
8 J. A. Wheeler, "Geometrodynamics and the Issue of Final 

State" in Relativity Groups and Topology (Gordon and Breach 
Science Publishers, London, 1964), para.9 and problem 55. 

• C. W. Misner, J. Math. Phys. 4, 924 (1963). 
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where we indicate by goo the contravariant metric in 
.A(,(t) (as distinct from its components gab). 

After the averaging, Xx will clearly be a Killing 
vector of the resultant space. We denote the back
translated metric (a parameter length r along the 
curves) as g" (p; rx). Formulas in Schouten10 then give 
for this finite translation: 

g"(p; rx) = err:.xg"(p) 

== g"(p) + r(Lxg")(p) 
2 

+ !... (L;g")(p) + .. '. (7) 
2 

The symbol Lx denotes Lie differentiation along Xx' 
Since [Xi' ;j] = ° and by Eqs. (5) we see that 

L.,{X. (8) X.) = Xv (8) X. + X. (8) Xv' 

L;(X. (8) X.) = -2X. (8) X. + 2Xv (8) X y , 

and 

L~(X. (8) X.) = -4Lx(X. (8) X.); 

we obtain [remember the analyticity of .A(,(t)] 

g"(p; rx) = g"(p) + i(Lxg")(p) sin 2r 

+ i(L;g")(p)l(l - cos 2r). (8) 

The range of the path parameter r is ° to 47T, as can be 
seen by considering the equivalent quaternion transla
tion on the 3-space. (See Ref. 9, Appendix B; this 
whole discussion of translations could be done in 
terms of quaternions on S3.) We will average over the 
whole range of rand use9 Xi (8) Xi = ;i (8);i to 
obtain 

g"(p; rx) = A-2(;i (8) ;i) 

+ t(B-2 - A-2)(;i (8) ;i - Xx (8) Xx), (9) 

This can be put again into the form of a Taub slice 
.A(,(t) , but now with a smaller asymmetry, and now 
Xx is Killing, but X. is not. 

If we now average with a nowhere-zero non-Killing 
vector in this space, say X y , we will get by cyclic 
symmetry: 

g"(p; rx, sy) = A-2(;i (8) ;i) + t(B-2 - A-2) 

x [;i (8) ;i - t(;i (8) ;i - Xv (8) Xv)]. (10) 

We see that if this cyclic averaging is continued, the 
anisotropic terms X (8) X have a coefficient which 
vanishes as 2-n in the nth term. The coefficient of 
;i (8) ;i approaches A-2 + t(B-2 - A-2) !:( -2)-n = 
iA-2 + tB-2. This metric, g" = const x ;i (8) ;i' 
is metrically S3, and we have succeeded in finding a 
symmetric background. 

10 J. A. Schouten, Ricci Calculus (Springer-Verlag, Berlin, 1954). 

We pointed out above that the ;i vector fields are 
completely invariant under this averaging, since the 
Xi fields all commute with the ;i' At each step in this 
iterative process, there are thus only two fields along 
which the averaging has any effect; the two X fields 
which do not appear in the metric at that step. (This 
is because we have averaged along the entire trajec
tory-all around the space-at each step.) A calcula
tion for g"(p; ry) (i.e., for the metric dragged back 
along the vector field Xv instead of along the field Xx) 
analogous to that leading to Eq. (9) gives an equation 
which is the same as Eq. (9) but with [(Xv) in place of 
Lx' Recalling again that the X fields can act only among 
themselves, it is easy to verify that, as we carry out 
the next averaging for one of the choices of non
Killing field, we obtain an equation like Eq. (10), 
except possibly with a different subscript on the X 
field. The point of this is that the final result for the 
averaged metric is independent of the order of averag
ing, where we average along the whole trajectory of the 
vector field. 

It can also be shown that if one averages using a 
weighting function which is symmetric and decreases 
as a function of the distance r from the origin (not a 
delta function), then the end result is still independent 
of the order of averaging. The reason for this is that 
an infinite number of smoothings, as we do here, will 
bring adjacent points to the same "level," even when a 
weighting function is used. 

IV. COMPARISON WITH OTHER AVERAGING 
DEFINITIONS 

We have been able to perform this averaging 
because of the invariant description of the vectors 
Xi and ;i' One invariant characterization of these 
vectors is that they are eigensolutions to ('D + A.); = 0, 
where ('D;)i = ~~;';) and are also the fields that would 
be obtained from the Killing fields on a spherical space 
which is continuously deformed into the Taub shape. 
We suspect that this characterization is the relevant 
one; in particular, we expect that averaging on a 2-
sphere for instance can be carried out by averaging 
along continuous vector fields in the way we did in 
Sec. III, even though each such field has at least two 
zeros. (Neither ;i nor .N'; has any zeros.) Further 
investigation of this question and of the specification of 
just what fields averaging can effectively be done along 
remains to be carried out. In particular, since the 
spectrum of -'D specifies a countable number of vector 
fields on the space, we apparently have all these as 
candidates for averaging fields. 

One might wonder what the meaning of the averag
ing space is. A completely symmetric background for 
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a space which is topologically S3 is S3 itself. The only 
unknown quantity remaining is the radius of the 
sphere. It might be expected that a sphere of the same 
volume as ..A<.,(t) would be the simplest such average. 
However, the average defined here does not lead to the 
sphere of this radius. 

Since the Ni are orthogonal, we can write the 
covariant Taub metric in terms of ai, the I-forms9 

dual to the Ni as 

To obtain this form we used (again) Ni ® Ni = 
;i ® ;i' The integral defining the volume of the space 
is S .jg ai A aj A ak. 

The covariant form of the averaged metric, which 
has the same volume as ..A<.,(t), is thus given by 

ds2 = (A4B2)t(aX (J'" + aYaY + aZaZ), 

where we used the fact that the metric coefficients are 
constant in ..A<.,(t). 

The averaged metric we obtained in Sec. III by 
averaging along vector fields is 

the ratio of the volume of this space to the volume of 
..A<.,(t) is thus 

(iA-2 + tB-2)tA2B. 

The ratio is equal to unity only when A2 = B2; then 
the space is spherical. 

It would be encouraging if the averaged sphere had 
some desirable property as a background metric. 
However, it is easy to check that neither the equal
volume average, nor the average defined by the Lie 
transport given here, has a behavior like a radiation
dominated R.W. metric. We show this by writing the 
averaged space we have found in the full 4-dimen
sional form, which makes its (3-sphere) X (time) 
structure apparent,9 as 

For the equal-volume averaging, 

L2 = [t2 + 12 (t - U (t - t+)J t . (11) 
E (21)2 (21) (21) , 

for the Lie-transport averaging, we have 

2 [2 (21)2 1 (2 + [2 J-1 

LL = - -- + - (12) 
3 t2 + [2 3 (t - C)(t - t+) . 

In a radiation-dominated R.W. metric, the volume 
of the space sections V( T) is V R( T) "" Tt. In the equal
volumes average, Eq. (II), the behavior near the 
singularity is VE "" T, while for the Lie-transport 
average Eq. (12) it is VL(T) '" T3. (Here T is the proper 
time measured from the singularity.) Thus, neither of 
these averaging schemes makes the gravitational 
radiation (i.e., the anisotropy) appear as a massless 
radiation field. (This result of nonvanishing trace 
does not contradict the result of BrilF that the effective 
averaged stress tensor for small-amplitude short
wavelength gravitational waves is traceless to the 
lowest order in the deviation from the background. 
The waves in Taub space are neither short wavelength 
nor weak.) It is easy to write the unique R.W. radia
tion-dominated metric which has the correct singular 
points t±, and which must be considered as a third 
candidate for the background. If one's inclination to 
call the anisotropy in the Taub space radiation is 
strong enough, this background is the one to be 
preferred. 

Some of this ambiguity in defining a background is 
due to the fact that Taub space contains only a few 
wavelengths of radiation. The Isaacson scheme, on the 
other hand, assumes short-wavelength radiation. We 
would expect that in such cases averaging over only a 
few vector fields-instead of the infinite number we 
needed for Taub space-would lead to unique results. 
In particular, for the high-frequency radiation prob
lem of Isaacson, one would want to use only a few 
averagings with a smoothing function that averaged 
over many wavelengths, but did nothing to change a 
scale the size of the background. (The problem in this 
respect with the Taub slices is that they are not much 
bigger. than one wavelength of radiation.) The "few" 
vector fields are necessary because one wants to 
average over a volume, not just along a line; sufficient 
averagings are necessary to span such a small volume. 
The averaging Isaacson requires is some unspecified 
averaging process over such a volume. For the Taub 
slices, as we showed above, two averaging ideas lead 
to two different definitions of the energy density, and 
both were different from the massless radiation 
solutions. 

We point out, however, that entirely naive con
siderations can lead to the Lie-transport average. For 

;i ® ;i = N x ® N x + Ny ® Nil + N z ® N z. 

One would expect that, in a sum of squares, where 
nothing picks out a direction (and nothing does on the 
sphere we average over), we would have 
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where we sum on i but not on k, and the brackets 
indicate the average. This is the result which we found 
by the Lie-transport average, and in fact is so simple 
that one is inclined to demand it of all candidates for 
averaging schemes. Neither the equal-volume nor the 
radiation-dominated background has this simple 
averaging property. 

Further, this Lie-transport scheme is well defined 
and can be used for local averaging, and makes use of 
vector fields defined in an invariant way by the metric 
itself. Other schemes, like the constant volume one 

JOURNAL OF MATHEMATICAL PHYSICS 

defined for the Taub space, do not seem to be appli
cable at all to local averaging. 
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1. THE RATIONAL BASIS 

The (2j + 1)2 irreducible tensor operators T~k) of 
maximum rank 2j define an orthogonal basis for the 
vector space b of all linear transformations on the 
(2j + I)-dimensional space of angular-momentum 
states. I The elements of this tensor basis can be 
expressed in terms of Jo == Jz and J ± = J., ± iJy , 

but the computational labor increases rapidly with 
increasing j, as evidenced by the limited tabulations 
available in the literature.2 •a 

A more systematic procedure for constructing an 
orthogonal basis for b commences with the rational 
basis defined in the following lemma. 

Lemma: The (2j + 1)2 linear operators {J,±Jg} (s = 
0, 1, 2,···, 2j - r; r = 0,1,2,···, 2j) constitute 
a basis for b. 

1 If A and B are elements of 'G, their scalar product is defined as 
the trace of A tB; and A and B are orthogonal if Tr A tB = O. 

2 See, for example, K. W. H. Stevens, Proc. Phys. Soc. (London) 
A65, 209 (1952); G. F. Koster and H. Staatz, Phys. Rev. 113,445 
(1959); E. Ambler, J. C. Eisenstein, and J. F. Schooley, J. Math. 
Phys. 3, 118 (1962); H. Watanabe, Operator Methods in Ligand 
Field Theory (Prentice-Hall, Inc., Englewood Cliffs, N.J., 1966), 
pp.151-152. 

3 The simultaneous eigenvectors of J2 and J o will be denoted 
{/j, m)}, m =j, j - I,···, -j + I, -j, and Ii will be taken as 
the unit of angular momentum. 

Proof" The elements of {J±J~} can be exhibited as a 
triangular array of2j + 1 rows labeled by the values of 
r. The rth row is 

J~, J~Jo, JV5,· .. , J~J~j-r. (1.1) 
Since 

J~ Ij, m) = r! { C ~ m) C ± ~ + r) t Ij, m ± r), 

(l.2) 

it follows that (1) for r ¥= ° the + and - signs 
decompose (1.1) into two mutually orthogonal sub
sets; (2) every operator in the rth row is orthogonal 
to every operator in the r'th row (r ¥= r'). The proof 
of the lemma is thus reduced to a verification of the 
linear independence of {J:Jg} and of {J~Jg}. 

Suppose that 2j - r + 1 scalar coefficients Cs exist 
such that 

J"...(coI + clJO + C2J~ + ... + C2j_rJ~;-l = 0, 

where I is the (2j + I)-dimensional identity operator. 
As r does not exceed 2j, the vector J"... /j, m) does not 
vanish for m = j, j - 1, ... , -j + r. Hence the 
assumed linear relation implies that 

Co + clm + ... + C2;_rm2;-r = 0, 

for m = j, j - 1, ... , -j + r. The determinant of 
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where we sum on i but not on k, and the brackets 
indicate the average. This is the result which we found 
by the Lie-transport average, and in fact is so simple 
that one is inclined to demand it of all candidates for 
averaging schemes. Neither the equal-volume nor the 
radiation-dominated background has this simple 
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Further, this Lie-transport scheme is well defined 
and can be used for local averaging, and makes use of 
vector fields defined in an invariant way by the metric 
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but the computational labor increases rapidly with 
increasing j, as evidenced by the limited tabulations 
available in the literature.2 •a 

A more systematic procedure for constructing an 
orthogonal basis for b commences with the rational 
basis defined in the following lemma. 

Lemma: The (2j + 1)2 linear operators {J,±Jg} (s = 
0, 1, 2,···, 2j - r; r = 0,1,2,···, 2j) constitute 
a basis for b. 
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the unit of angular momentum. 

Proof" The elements of {J±J~} can be exhibited as a 
triangular array of2j + 1 rows labeled by the values of 
r. The rth row is 

J~, J~Jo, JV5,· .. , J~J~j-r. (1.1) 
Since 

J~ Ij, m) = r! { C ~ m) C ± ~ + r) t Ij, m ± r), 

(l.2) 

it follows that (1) for r ¥= ° the + and - signs 
decompose (1.1) into two mutually orthogonal sub
sets; (2) every operator in the rth row is orthogonal 
to every operator in the r'th row (r ¥= r'). The proof 
of the lemma is thus reduced to a verification of the 
linear independence of {J:Jg} and of {J~Jg}. 

Suppose that 2j - r + 1 scalar coefficients Cs exist 
such that 

J"...(coI + clJO + C2J~ + ... + C2j_rJ~;-l = 0, 
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this linear homogeneous system for the c. does not 
vanish, so that every Cs = 0. A similar argument 
applied to {J:J~} completes the proof. 

When, = 0, the lemma asserts that the first 2} + I 
integral powers of Jo are linearly independent. Since 
the trace of any odd power of Jo vanishes, the odd and 
even powers of Jo decompose the row, = ° into two 
mutually orthogonal subsets. 

2. ORTHOGONALIZATION OF THE RATIONAL 
BASIS 

The rational basis for b can be orthogonalized by 
the Gram-Schmidt process, but this procedure is not 
practicable for arbitrary j. It is evident, however, that 
the orthogonalization of the operators (1.1) yields 
polynomials of degrees n = 0, 1, 2, ... , 2} - , in Jo, 
multiplied from the left by J±. Let Z<;;)(ji + Jo) 
denote the polynomial of degree n in J o obtained by 
orthogonalizing the operators of (Ll) with the + 
signs.' The orthogonality of J:Z<;;)(jI + Jo) and 
J~Z~)(jI + jo) demands that 

(r!/lr(2j 
- X) (X + ')z<;;)(X)z<;;!(X) = 0, 

",=0 r r 
n' < n, (2.1) 

where 

X =j + m (2.2a) 
and 

Z<;;)(x) = (j, ml Z<;;>CjI + Jo) Ij, m). (2.2b) 

Thus the Z<;;)(x) are orthogonal with respect to the 
weight function 

w,(x) = . 
for X = 0, 1,2, ... ,2J - r, 

(

r!)2ej ~ X) C ~ r), 
° forany X ~ 0, 1, 2, ... ,2j - r. (2.3) 

In the special case, = 0, wo(x) has jumps of one unit 
at x = 0,1,2,· .. ,2}, so that the Z~O)(x) are equiv
alent to Tchebychef's orthogonal polynomials of a 
discrete real variable.5 

The orthogonality conditions determine Z<;;)(x) up 
to an arbitrary multiplicative constant N(n, ',j); 
the polynomial Z<;;)(x) is uniquely determined by 
further stipulating that 

Re [N(n, r,j)] > 0, 1m [N(n, r,j)] = 0; (2.4a) 
2i-r 

I wlx)[z<;;)(X)]2 = l. (2.4b) 
",=0 

• The polynomials associated with J: will be obtained from a 
symmetry property of the Z~r l(jl + Jo) in Sec. 3. 

S (a) C. Jordan, Calculus of Finite Differences (Chelsea Pub!. Co., 
New York, 1950), p. 437; (b) G. Szego, Orthogonal Polynomials 
(American Mathematical Society, New York, 1959), p. 33. 

An explicit formula for Z<;;)(x) may be obtained 
from a study of the function6 

G<;;)(x) = (_l)n[(n + r)!]2N(n, r,j) 

x (X + r) (2j + n - X), (2.5) 
n+r n+r 

whose p,th difference is? 

hI'G<;;)(x) = (-l)n[(n + r)!]2N(n, r,j) 

X i(-l)l'-k(fl) ( X + r ) (2j + n - p,- X). 
k=O k n+r-k n+r-p,+k 

(2.6) 

The nth difference of G<;;)(x) divided by wr(x) is a 
polynomial of degree n in x. In fact, 

hnG<;;)(x) = wrCx)Z<;;)(x). (2.7) 

For upon inserting (2.7) into (2.1) and performing 
n partial summations, then, since 

hn-vG<;;)(x + 'V - 1) 

vanishes at x = 0 and at x = 2} - , + 1 for 'V = 
1,2, ... , n, one obtains 

2;-r 

~ wr(x)Z~)(x)Z~}(x) 
",=0 

2;-r 

= (_l)n I G<;;l(x + n)h"Z<;;!(x). (2.8) 
,,=0 

If n' < n, hnz~)(x) = 0, so that theZ~I(x) defined by 
(2.7) satisfy (2.1). 

The preceding results yield the explicit representa
tion 

Z<;;I(X) = N(n, r, j) 

xi (-1)Vn![(n+r)!]2 (2j -X-r)( x ). 
v=o (r + 'V)! (n + r - 'V)! 'V n - 'V 

(2.9) 

Another expression for ~)Z(x) may be obtained by 
. expanding the right-hand member of (2.9) in a bino
mial series about X = 0: 

Z:)(x) = N(n, r,j)n ![(n + r)!]2 
(n + 2r)! 

x I(_l)n+v(2j - r - 'V) (n + 2r + 'P) (X). 
- n-'V n+r 'V 

(2.10) 

6 For the theory of polynomials of a discrete variable, orthogonal 
with respect to nontrivial weight functions, see, for example, E. H. 
Hildebrandt, Ann. Math. Statistics 2, 379 (1931); M. Weber and 
A. Erdelyi, Am. Math. Monthly 59, 163 (1952). 

7 The symbol A, as used here, denotes the finite-difference operator 
for unit increment in x: Af(x) = [(x + I) - [(x), ~n+l[(X) = 
~[~nf(x)l· 



                                                                                                                                    

OR THONORMAL ANGULAR-MOMENTUM OPERATORS 1069 

A third expression for Z:;)(x) is given by 

Z(r)(x) = N(n, r,j)n! [en + r)W 
n (n + 2r)! 

x i ( -1 r (2j - r - V) (n + 2r + V) (2j - r - X) , 
v=o n - v n + r v 

(2.11) 

which follows from (2.10) and Eq. (3.1) of the follow
ing section. 

When n = n', the right-hand member of (2.8) 
reduces to 

2j-T 

(-lt~nz~)(x) L G~)(x + n) 
.,=0 

= [en + r)!]2N(n, r,j)~nz~)(x)(2j + n + r + 1). 
2n + 2v + 1 . 

(2.12) 
From (2.10), 

~nz~)(x) = (n!)2N(n, r,j)C
n ~ 2r), (2.13) 

so that 

N(n r .) _ 1 
, ,j - '( + )' n. n r. 

X {(2n + 2r) (2j + n + r + 1)}-!. (2.14) 
n 2n + 2r + 1 

3. PROPERTIES OF THE POLYNOMIALS 

The Z~)(x) possess an important symmetry property 
which follows immediately from (2.9) upon replacing 
X with 2j - r - x: 

Z~)(2j - r - x) = (-I)nz~)(x). (3.1) 

This equation can be used to relate the polynomials in 
Jo obtained by orthogonalizing the operators in (Ll) 
with the - signs to the Z:;)(jI + Jo). Let 

P~)[(j - r)l + Jo] 

denote the polynomial of degree n in J o associated 
with J,--, and let y = j - r + m. A simple calculation 
shows that the P:)(y) satisfy orthogonality conditions 
identical in form to (2.1); hence P:;)(y) must be pro
portional to Z:;)(y). Adopting the normalization (2.4) 
for the P~)(y), and observing that Z:;l(y) satisfies (3.1) 
with x replaced by y, one concludes that 

p~l(y) = Z~l(y) = (_l)nz~l(j - m). (3.2) 

Thus the operators obtained by orthonormaJization 
of the operators (2.1) are 

u~~) = (±I)nJ~Z~)(jl ± Jo), n = 0, 1,2,'" ,2j - r. 

(3.3) 

The complete orthonormal basis for Z; follows upon 

setting r = 0, 1, ... ,2j. When r = 0, the operators 
in (3.3) with the + signs are related to those with 
the - signs by (3.1); in this case only the 2j + 1 
operators with the + (or -) signs are taken. 

The Hermitian adjoints of the U<;; are given by 

u(nlt _ u(nl 
±r - =fr' (3.4) 

which follows from (3.1), (3.2), and the identity 

JgJ~ = J~(Jo ± rl)8. (3.5) 

The matrix elements of U<;; relative to {/j, m)} are 

(j, m'l U~';! Jj, m) 

= (±ltr!{C ~ m) C ± ~ + r)tZ~l(j ± m) 

X bm',m±r (3.6) 

with the same reservation for the ± signs noted above 
when r = 0. Equations (2.9), (2.10), and (2.11) may 
be combined with (3.6) to give three equivalent forms 
for the matrix elements. 

The Z:;l(X) satisfy the following mixed recurrence 
relations: 

(2n + 2r + I)R(n, r,j)Z~~l(X) 

+ (n + 2r + 1)(2j + n - r - 2x)Z~l(x) 

+ 2[(x + r + 1)(2j - r - x)]~Z~l(X) = 0, (3.7) 

(2n + 2r + I)R(n, r,j)~Z~~l(X) 
- 2(n + 1)(n + 2r + l)Z~l(x) 
+ (n + 1)(2j - n - 3r - 2 - 2x)~Z~l(x) = 0, 

(3.8) 
where 

R(n, r,j) 

[

en + 1)(n + 2r + 1)(2j + n + r + 2) ]! 
_ x (2j - n - r) 

- (2n + 2r + 1)(2n + 2r + 3) . 

(3.9) 

It is easUy verified that the explicit representations 
obtained for the Z:l(X) in the prec~ding section 
satisfy (3.7) and (3.8). 

By differencing (3.7) and eliminating ~Z:;~l (x) 
with the help of (3.8), one finds that the Z~;)(x) satisfy 
the linear homogeneous second-order difference 
equation 

(x + r + 2)(2j - r - 1 - X)~2Z~l(x) 

+ [(r + 1)(2j - r - 2 - 2x) 

+ n(n + 2r + 1)]~Z~l(x) 
+ n(n + 2r + l)Z~l(x) = 0. (3.10) 

The Z:;l (x) also satisfy the following pure recurrence 
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relation: 

R(n, r,j)Z;ll(X) + (2j - r - 2x)Z~)(x) 

+ R(n - 1, r,j)Z~~I(X) = 0, (3.11) 

which is valid for all nonnegative integers n, provided 
that Z~Ux) == O. The derivation of (3.11) is given in 
the Appendix. 

Finally, by differencing (2.10), one obtains the 
useful formula 

The preceding results may be used to derive the 
following operator identities: 

2J u(n) = R(n r j')u(n+l) ± rU(n) + R(n - 1 r j·)u(n-l). 
O±r "±r ±r "±r' (3.13) 

2u(n)J = [en + 2r + 2)(n + 2r + 1)(2j + n + r + 2)(2j - n - r)]! U(n) [n( 1)]!u(n-ll 
±. ± (2n + 2r + 1)(2n + 2r + 3) ±(.+l) ± n + 2r + ±(.+l) 

_[n(n-1)(2j +n+r+1)(2j -n-r+l)]! (n-2) r-Ol "'2'· (3.14) 
(2n + 2r -1)(2n + 2r + 1) U±(r+l) , -, ,2, ,j, 

2u(n)J = _ [en + 1)(n + 2)(2j + n + r + 2)(2j - n - r)]! U(n+':) ± [en + 1)(n + 2r)]!U~n+~~ 
±r 'I' (2n + 2r + 1)(2n + 2r + 3) ±(r 1) (r ) 

+ [en + 2r)(n + 2r - 1)(2j + n + r + 1)(2j - n - r + 1)]! U~~~_l)' r = 1,2;" " 2j. (3.15) 
(2n + 2r - 1)(2n + 2r + 1) . 

These results, together with (3.4), yield the com
mutation relations 

[Jo, U~~)] = ±rU~~), (3.16) 

[U~~), J±] = ±[n(n + 2r + 1)]!U~~~~J> (3.17) 

[U~~), J'F] = ±[(n + 1)(n + 2r)]!U~~~L. (3.18) 

Equations (3.16)-(3.18) reveal the relation of the 
U<;~ to the irreducible tensor operators T~k): 

n + r = k, r = Iql, (3.19) 

and T(k) is proportional to u(n) or u(n) accordingly 
q ~ -' as q > 0 or q < O. The phase of the proportionality 

constant is (=F lY, according to Racah's definitionS 
of T(k) 

q • 

The polynomial operators Z';;)(ji + Jo) may be 
obtained by replacing x in (2.10) with X = j1 + Jo. 
This procedure gives the Z;)(ji + Jo) in terms of 
"factorial" operators 

X(O) = 1, 

XCI.) = X[X -1]··· [X - (A - 1)1], A = 1,2, .. ·. 
In applications, however, an expansion in powers of 
Jo is often preferable. For this purpose, it is especially 
convenient to use the pure recurrence formula (3.11) 
and the initial operator 

Z~r)(j1 + Jo) = r\ {Cj 2:: ~ 1)}-!1. (3.20) 

This procedure was used to construct the U<;; given 
in Table I, where 

K = j(j + 1), (3.21) 

{

HI }-! 
K t = [2j(2j - t)(2j - t - l)]! n (4l- ')12) • 

(3.22) 
8 G. Racah, Phys. Rev. 62,438 (1942). 

--------------~-----------------
Table Ia,b. The orthonormal angular-momentum operators 

V ln ) 
±r' 

V(8) 
o 

V IO) 
±1 

V II) 
-'-1 

V (·) 
±1 

V (3) 
±1 

VI') 
±1 

V(5) 
±1 

VI.) 
±1 

VI') ±1 

Kol 
2(3)~K1JO 
2(5)tK.{3J~ - KI} 
4(7)~K3{5Jg - (3K - 1)Jo} 

6K.{35Jt - 5(6K - 5)J~ + 3K(K - 2)I} 
4(11)!K.{63Jg - 35(2K - 3)J~ + (15K' - 50K + 12)Jo} 

4(13)iK6{23lJ3 - 105(3K - 7)Jt 
+ 21(5K' - 25K + 14)J6 - 5K(K - 6)(K - 2)I} 

8(15)tK,{429JJ - 231(3K - lO)J: 

+ 21(15K' - 105K + 101)J~ 
- (35K3 

- 385K' + 882K - 180)Jo} 
2(17)tK.{6435J8 - 6006(2K - 9)J: 

+ 1155(6K' - 56K + 81)J~ 
- 6(21OK3 

- 3045K' + 9898K - 4566)J: 
+ 35K(K - 12)(K - 6)(K - 2)1} 

(6)tK1J ± 
(30)tK.J ±{2Jo ± J} 
2(21)tK3J ±{5JS ± 5Jo - (K - 2)I} 
6(5)tK.J ± {14J8 ± 21J~ - (6K - 19)Jo Of 3(K - 2)I} 
2(330)tK.J ± {2lJ~ ± 42Jg - 7(2K - 9)J3 

Of 14(K - 3)Jo + (K - 6)(K - 2)I} 
2(546)tK.J ± {66Jg ± 165J: - 60(K - 6)J3 

Of 15(6K - 25)J~ + 2(5K' - 55K + 117)Jo 
± 5(K - 6)(K - 2)J} 

2(21O)tK,J ±{429J: ± 1287Jg - 165(3K - 23)J: 
Of 495(2K - 11)J3 + 3(45K' - 645K + 1832)J8 
± 9(15K' - 160K + 332)Jo - 5(K - 12)(K - 6) 
X (K - 2)J} 

6(34)tK.J ±{1430JJ ± 5005J3 - 1001(2K - 19)J: 
Of 5005(K - 7)J: + 385(2K2 - 36K + 131)Jg 
± 385(3K2 - 41K + 112)J8 
- (70K3 - 1785K' + 12488K - 22356)Jo 
Of 35(IC - 12)(K - 6)(K - 2)J} 
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U I.) 
±4 

UII) 
±4 

U I') 
±4 

U(3) 
±. 

U I.) 
±5 

UII) 
±5 

U (2) 
±5 

U(3) 
±5 

U IO) 
±. 

UII) 
±6 

UI') ±. 

U IO) 
±, 

U II) 
±' 

UI.) 
-cS 

(30)~K.J~ 
2(21O)~K3J{J. ± l} 
6(l0)lK4J~ {7J~ ± 14J. - (K - 9)J} 
4(330)~K.J~{3J: ± 9J8 - (K - 12)Jo =F (K - 6)1} 
2(1365)~K.J~{33J: ± 132J3 - 3(6K - 91)J~ 

=F 6(6K - 47)J. + (K - 20)(K - 6)l} 
12(35)~K,J1 {143J3 ± 715J~ - 55(2K - 37)J~ 

=F 55(6K - 59)J~ + (15K' - 490K + 2862)J. 
± 15(K - 12)(K - 6)l} 

12(595)}KsJ i {143J3 ± 858Jg - 143(K - 22)J~ 

=F 572(K - 12)J3 + 11(3K' - 119K + 853)J~ 
± 22(3K' - 67K + 333)J. 
- (K - 35)(K - 12)(K - 6)1} 

2(35)!K3J 1: 
15(35)!K4J~ {2J. ± 3 . J} 
2(385)tK.Ja;: {9J~ ± 27Jo - (I< - 24)1} 
2(l365)tK.i,±{22J3 ± 99J8 - (6K - 179)J. 

=F 3(3K - 40)1} 
6(70)kK,J"t {l43J~ ± 858J3 - 11(6K - 215)J~ 

'F 66(3K - 49)J. + 3(K' - 62K + 6(0)1} 
2(39270)kKsJi- {78J~ ± 585J~ - 52(K - 42)J: 

'F 1I7(2K - 39)J~ + 2(3K' - 223K + 2$95)J. 
± 3(3K' - 106K + 840)l} 

3(70)!K.J't 
6(770)!K.J,± {J. ± 2 . l} 
6(l82)~K.J~ {llJg ± 44J. - (K - 50)l} 
12(77WK,J,± {13Jg ± 78J~ - (31< - 179)J. 

=F 6(1< - 25)l} 
6(26I8)~KsJ~J65J~ ± 520J3 - 13(2K - 139)J~ 

=F 52(2K - 59)J. + (K' - I22K + 2IOO)J} 

6(77)~K.J'± 
6(lOOI)!K.J,± {2J. ± 5 . 1} 
6(770)~K,J~{13J3 ± 65J. - (K - 90)1} 
6(34034)!KsJ,± {10J: ± 75Jg - (2K - 209)J. 

=F 5(K - 42)1} 

2(3003)~K.J~ 
I2(5005)!K,J~ i/o ± 3· l} 
4(7293)tKsJ cJ- {I5J3 ± 90J. - (K - 147)l} 

6(1430)tK,J1 
6(2431O)tKsJ ± {2J. ± 7 . l} 

3(2431O)!KsJ~ 

a The first eight K;s are given in Table II. 
b K = j(j+ 1). 

TABLE II. The K, of Eq. {3.22). 

o (2j +1)-1 
1 Hj(j + 1)(2j + 1)]-1 
2 Hj(j + I)(2j + 3)(4/ - l)]-l 
3 Hj(j + 2)(2j + 3)(j' - 1)(4/ - 1)]-l 
4 Hj(j + 2)(2j + 5)(j' - I)(4j' - 1)(4/ - 9)]-1 
5 Hj(j + 3)(2j + 5)(j' - I)(j' - 4)(4/ - 1)(4/ - 9)]-t 
6 tlj(j + 3)(2j + 7)(j' - 1)(/ - 4)(4j'- 1)(4/ - 9) 

x (4;" - 25)]-1 
7 /. [j(j + 4)(2j + 7)(j'- l)(j2 - 4)(j'- 9)(4/ - 1) 

x (4/ - 9)(4j'- 25)]-t 
8 /. [j(j + 4)(2j + 9)(j2 - 1)(j'- 4)(j'- 9)(4/ - 1) 

X (4/ - 9)(4/ - 25)(4j'- 49)]-1 

The first eight K/s are given in Table II. 
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APPENDIX 

The orthogonality of the Z~)(x) implies a pure 
recurrence relation of the form 

xZ~)(x) = Cn+!Z~~l(X) + cnZ~)(x) + Cn_lZ~~l(X), 
(AI) 

where the c's are independent of x. Inserting the 
values Xl = 0 and X2 = 2j - r, noting that 

Z~)(2j - r) = (-l)nz~)(o), 

and that zero is not a root of any Z~)(x), one obtains 

Cn = !(2j - r). (A2) 

The coefficient of Z~~I(X) may be determined by 
multiplying both members of (AI) by wr(x)Z~~l(X) = 
Lln+IG~~l(X) and summing from X = 0 to X = 2j - r: 

2j-r 

= (-It+!Lln+l{xZ~)(x)} ! G~~I(X + n + 1), 
",=0 

where the last form is obtained by performing n + I 
partial summations. Since 

Lln+![xZ~)(x)] = (n + I)Llnz~)(x), 
it follows that 

{

en + 1)(n + 2r + 1) )! 
c

n
+! = _ .! x (2j + n + r + 2)(2j - n - r) . 

2 (2n + 2r + 1)(2n + 2r + 3) 

(A3) 

The coefficient Cn- 1 is obtained by replacing n in the 
right member of (A3) with n - 1. 
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All solutions of Einstein's equations for pressure-free matter which exhibit local rotational symmetry 
were classified in an earlier paper by one of us. This paper extends the earlier theory to the case of a 
general fluid, with an electromagnetic field possibly present. A classification of these solutions for a 
perfect fluid is given, and assuming a physically reasonable equation of state, some exact solutions of 
cosmological interest are obtained. Finally, the difficulties encountered when extending the treatment to 
a general fluid are discussed; the same general classification can be made. 

1. INTRODUCTION 

In several recent papers, 1 one of us has classified 
all the solutions of Einstein's field equations for pres
sure-free matter which have the property of local 
rotational symmetry (hereafter denoted by L.R.S.). 
This paper extends the classification to include all the 
L.R.S. solutions for a perfect fluid plus electro
magnetic field, exhibiting some new anisotropic 
solutions for such a fluid. Finally, the difficulties 
involved in extending the scheme to more general 
fluids are considered. 

As far as possible, the notation and methods used 
are identical with those of Ref. I. Most proofs are 
only outlined. For further details, one should consult 
the fuller treatment in Ref. 1. 

For the units used, c = I, G = i7T; Roman letters 
range over 0 to 3, Greek letters over I to 3 ; i, j, k, ... , 
denote coordinate indices and a, b, c, .. " denote 
tetrad indices. The metric tensor go has signature 
(- + + +). Covariant differentiation in the Vi 

direction is Vv = ;/cVk; partial differentiation in the 
Vi direction is ,kVk. Round and square brackets 
denote, respectively, symmetrization and antisym
metrization of indices; 'fjijkl is a totally skew tensor, 
'fjiikl = 'fj[ijkl]. 

The fluid-flow vector ui (UiUi = -I) determines 
the tensor h ij = gii + UiUj which projects into the 
instantaneous rest space of an observer comoving 
with the fluid. The acceleration of the fluid is iti = 
Ui;iuj (V u is denoted by'). The velocity gradient 
Ui;j can be written 

is the trace-free shear tensor. The expansion IS () = 
Ui;i' The vorticity vector is 

Wi = ~'fjijkIUjWkl (WiUi = 0). (1.4) 

The scalars it = (itiiti)i, W = (iWijWii)i, a = (iaija ii)! 
vanish if and only if the corresponding tensors vanish. 

We consider a viscous fluid. The energy-momentum 
tensor can be written in the covariant form 2 

Tij = ftUiUj + phii + 2U(iq i) + 7Ti i' (1.5) 

where Ui is the average 4-velocity of matter. In the 
rest frame of Ui , ft is the energy density, p is the scalar 
pressure, qi is the energy flux density (qiui = 0), and 
7Tij is the anisotropic pressure tensor (e.g., viscosity). 
A noninteracting electromagnetic field can be in
cluded by adding to Tii the extra term 

where Fik is the electromagnetic field tensor which 
satisfies Maxwell's equations. For a charged fluid, 

Fii;i = EUi , 

Fij;k = O. 

E is the charge density (possibly zero). The conserva
tion equations (contracted Bianchi identities) reduce 
t02 

fJ, + (ft + p)() + 7Tija
ii + q\i + qiit

i = 0, (1.6) 

(ft + p)ui + h!(qi + P.i + 7T jk;k) + (Wii + Gij)qi 

+ tOqi + EFijU
i = O. (1.7) 

(l.l) At each point, introduce a local orthonormal 
where 

Wij = U[i;j] + it[iUj ] 

is the vorticity tensor and 

tetrad of vectors {e~}. This tetrad is, in general, not 
(1.2) parallely transferred from point to point, and in all 

subsequent work we consider only a neighborhood 
of a point. ea represents a directional derivative 

(1.3) denoted by oa. Introduce a local system of coordinates 

1 G. F. R. Ellis, Ph.D. thesis, University of Cambridge (1964); 2 J. Ehlers, Abh. Math. Nat. Kl. Mainz Akad. Wiss. u. Litt. Nr. 
J. Math. Phys. 8,1171 (1967). 11 (1961). 
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{Xi}. The components of ea referred to the basis' finally, the g;; can be found from 
%xi are ea

i given by gij = gabeaiebj' (1.12) 

so 
oaf = eaf = lieai . 

The components ea
i of a/axi referred to basis {ea} are 

given by 
a/axi = eaiea· 

Since the tetrad is orthonormal, the tetrad components 
of the metric tensor are 

gab = ea' eb = diag (-1, 1,1,1), 

where 

Then gab = ba
b = eaieb

i and so ea
i , e/ are inverse mat

rices. The tensor nabed is normalized by the condition 
that nom = I holds for the tetrad components. The 
Ricci rotation coefficients are 

Since gi;;k = 0, it follows that rabe + reba = 0. The 
Lie derivative of eb with respect to ea is [ea, eb], where 

[ea, ebJ! = oa(od) - Ob(Oa!)' 

It is a vector with tetrad components ye ab: 

[ea, ebJ = yeabee . 

The ye
ab 

and P
ab 

are linearly dependent quantities: 

yeab = reab - r\a, (1.8) 

2. L.R.S. AND THE CHOICE OF THE TETRAD 
AND COORDINATE SYSTEMS 

Space-time is said to be locally rotationally sym
metric (L.R.S.) in the neighborhood N(Po) of a point 
Po if at each point P in N(Po) there exists a non
discrete subgroup g of the Lorentz group in the 
tangent space T p which leaves invariant ua

, the 
curvature tensor, and their derivatives up to third 
order. Since !t,P, qa, 7T

ab are defined uniquely by ua 

and Rab , they and their derivatives are also invariant 
under g. Thus g operates in the subspace of T p 

orthogonal to ua and so g is a one- or three-dimen
sional group of rotations in T p. 

If g is three-dimensional, then qa = 7Tab = 0, 
W = (J = U = 0, and we have a Robertson-Walker 
model. These are included in the solutions for a 
one-dimensional group g discussed below. 

Suppose g is one-dimensional. Choose eo to lie 
along ua, and el to lie along an axis of symmetry. 
L.R.S. implies that all covariantIy defined spacelike 
vectors are parallel to e1 , and the spacelike parts of 
all covariantIy defined tensors have diagonal form 
with (22) and (33) terms equal. Clearly the derivatives 
in the e2 , e3 directions of covariantly defined scalars 
must be zero. Thus wa = W(\a, ua = ul\a, qa = qbl

a, 
Tab = diag (T, -T, T, T) [where T = t(E2 + B2), and 
(0, E, 0, 0), (0, B, 0, 0) are the electric and magnetic 
fields in the rest frame of ua, respectively], 

7Tab = diag (0, 27T, -7T, -7T) 

rabc = -HYabe + Yeab - Ybca)' (1.9) and 

The Riemann-tensor and Ricci-tensor tetrad compo
nents can easily be found from the definitions 

Vb;ed - vb;dc = Rbeedv' and Rbd = R C
bed . (1.10) 

The anti symmetry property of the curvature tensor 
R\Jkl] = ° is equivalent to the Jacobi identity 

[eb, [ee, edD + [eeo [ed' ebD + [ed' [eb, eel] = 0, 

which reduces to 

(UI) 

Equations (1.11) are labeled (b~d)' and the field 
equations 

Rbd - !Rgbd = - Tbd + Agbd 

are labeled (bd). The differential equations (b~d) and 
(gf) are written in tetrad form and solved as far as 
possible for yabe' using (1.9). The ea

i are then deter
mined, using (1.8). By inversion, eni can be found, and 

(Jab + l()hab = diag (0, IX, p, P), 

where IX and P are the expansions of the fluid along 
and perpendicular to el . Then Eqs. (1.1)-(1.5) show 
that 

ylOl = -IX, 

y03I = y012 = O. 

1\ = VOel is covariantIy defined and so ° = 
ez . el = e3 . el · By orthonormality, el . e2 = el . e3 = 
0. Therefore, Y~2 = y

l
03 = y

2
0l = y30l = 0. Similarly, 

ez ' Vlel = e3' Vlel = 0 = y
1
21 = y

13l' 
The integral lines of el must have no shear in the 

rest space of ua , and so yZ13 = 0, y;2 = y3t3 = a, say. 
If w ¥: 0, w-2nabeduaWbWc;d is an invariant which is up 
to a factor y1

32 = k, say. (If w = 0, the 'correspond
ing expression for el is an invariant.) 

The following scalars are covariantly defined and 
so have zero derivatives in the e2 , e3 directions: 
!t,p, q, 7T, T, W, U, IX, p, a, k. The Jacobi identities and 
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field equations with these restrictions on the y's are 
given in Appendix A. The choice of the e2 , ea axes is 
arbitrary by a rotation within the e2 , ea 2-plane in 
each tangent space. This remaining tetrad freedom 
can be used to simplify the remaining yabe • 

Theorem I: If, near a pointP, a fluid-filled space-time 
has L.R.S., then an orthonormal tetrad can be chosen 
near P so that the yahc are given by the following array: 

[eO,el ] = 
[eo, e2] = 

[eo, ea] = 

[ez' es] = -2weo - kel 
lea, ed = 

where s = y323 and a3s = ° everywhere. 

For an outline of the proof see Appendix B. 
Clearly from (2.1), 

(2.1) 

0= [e2 , e3]w = -2woow - kolw. (2.2) 

From (O~3)' 00w = -2wf3 - tku, and from (1~:J, 
alw = WU + 2aw. Then, substituting in (2.2), if 
w ;i: 0, 2wf3 = ka. If w = 0, then 0 = [e2 , e3]k = 
-kolk and so olk = O. From (l~3)' -olk = -2ak so 
that ak = 0 in this case. Thus for any w 

2wfJ = ak. (2.3) 
Also, 

o = [ez , e3]fJ = - 2woof3 - kal f3. (2.4) 

0of3 can be found from (00) + (11) - (22) - (33) 
and 0113 from (01). Using (2.3) and (2.4), 

w(A - P - 21T + or - 132 
- 2rxfJ - 2au - w2 + a2 

+ ik2 - a2s + S2) - tkq = O. (2.5) 

Similarly, 

[ez , e3]a = 0 = -2wooa - kOla. (2.6) 

We can find ooa from (0;2) and (01), ala from 
(00) + (11) + (22) + (33). Then 

k(A + fl + or - fJ2 - 2rxfJ - 2au - w2 + a2 

+ tkz - ozs + S2) - 2wq = O. 
Using (2.5), 

wk(fl + P + 21T) = q(2W2 + ~N). (2.1) 

Theorem 2: If space-time contains a perfect fluid 
for which p + fl ;i: 0 and an electromagnetic field, 
there are three disjoint and exhaustive classes of 

solutions exhibiting L.R.S. : 

Case I: w =F 0, k = rx = fJ = 0; 
Case II: w = k = 0; 
Case III: 0) = 0, k;i: 0, U = a = olk = Olrx = 

0113 = o. 
Proof' For a perfect fluid 1T = q = O. Then wk = 0 

from (2.7). Case II is when 0) = k = O. Case I is when 
0) ;i: 0, k = O. From (2.3) 13 = 0, and from (1~3)' 
rx = O. Case III is when 0) = 0, k ;i: O. From (2.3) 
a = O. From (0~3)' (or:J, and (1~3)' U = 0113 = olk = O. 
Also 0 = [e2, ea)1X = -kolrx which implies OllX = O. 

Theorem 3: If space-time containing a perfect 
fluid and an electromagnetic field has L.R.S. near a 
point P, then the coordinate freedom can be used to 
set the metric in the form 

ds2 = [-(dx0)2/F2(XO, Xl)] + X2(XO, x l )(dxl )2 

+ P(XO, x1)[(dx2)2 + t2(x2)(dx3)2] 

+ [y(r)/P(xO, xl ))[2 dxo - y(X2) dx3] dx3 

- X2(XO, x l )h(x2) [2 dxl - h(x2) dx3] dx3, (2.8) 

where t(x2) , y(x2) , h(x2) are functions defined by 
equations given in Appendix B. The following 
specializations are possible: 

Class I: X == 1, Y = Y(xl ), h == 0; 
Class II: h == Y == 0; 
Class III: F == 1, X = X(XO), Y = Y(XO), y == O. 

F or an outline of the proof see Appendix B. 

3. CLASSIFICATION OF EXACT SOLUTIONS 
FOR A PERFECT FLUID WHICH 

EXillBIT L.R.S. 

Each of the classes defined by Theorem 2 is investi
gated in detail. Where possible, the equations are 
integrated, but in most cases it is necessary to assume 
an equation of state, and the choice of such an 
equation is deferred until the next section. In general, 
p, fl are independent thermodynamjcal quantities 
and the equation of state can be used to define the 
temperature T = T(p, fl). However, it is sometimes 
convenient to also consider the case of a barotropic 
fluid for which f1 = fl(P)· 

Case I: w ;i: 0, k = O. It is convenient to divide 
Case I into four subcases accordingly as a is zero or 
nonzero and as u is zero or nonzero. 

Case Ia: a = u = O. Differentiating the equations 
ola = 0lU = 0 gives €E = O. Then, p, fl, r, w, or are 
constants with 

p = A - tr, 
fl = 2w2 + tr - A, 
or = w 2 + ir. 

(3.1) 
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If E = 0, then 

E, H are constants with E = 2wH. 

If E ¥- 0, then E = 0, and 

E = (2T)! cos 2wxl , 

H = (2T)! sin 2WXl. 

The solution (3.1) is a generalization of the Godel 
solution.3 Unlike the dust case, there is a nontrivial 
solution when A = T = 0. The space-time is invariant 
under a Gs of motions multiply transitive on space
time. The electromagnetic fields have sinusoidal form 
if E ¥- 0, but all other physical quantities are homo
geneous; if E = 0, the electromagnetic quantities are 
also homogeneous. 

Case Ib: a = 0, it ¥- 0. For a barotropic fluid, if 
EE = 0, then dfl,fdp = -3, and the solution is 

r, Tare const, 

W = wO/F(xl), Wo a nonzero const, 

p = A - r + T - w0
2/F2, 

fl = -A + r - T + 3W02/F2, 
(3.2) 

Xl = I[CF4 + (2T - r)F2 - W02]-! dF, c const, 

which can be integrated once the signs of the constants 
have been specified. 

If E ¥- 0, then E = 0, and E = (2T)! cos e, H = 
(2T)! sin e, where 

I
"'l 

e(xl) = 2 w(u) duo 

If E = 0, H = (2T)!, E = 2wH. Since W varies, the 
electromagnetic waves now have variable frequency. 

If EE ¥- 0, an equation of state with dflJdp ¥- -1 
must be given (dflJdp = -1 implies it = 0). Values of 
p, it, E, and H may be specified at an initial value of 
Xl. Then, provided 

E= 
(3 + dfl/dp)(p + fl)it 

(1 + dflJdp)E 

the equations are integrable. 
For a nonbarotropic fluid, E can be specified as an 

arbitrary function of Xl. Then if w, p, fl, it, E, and 
H are specified at an arbitrary value of Xl, the equa
tions are integrable. 

Case Ie: it = 0, a ¥- 0. For a barotropic fluid, if 
EE = 0, the solution is 

r = K/ P(xl ), K const, 

T = TO/ Y4(Xl) , TO const, (3.3) 

W = Wo/ y2(Xl), 

• K. Godel, Rev. Mod. Phys. 21, 441 (1949). 

where 

2W02 = TO, P = const, fl = 2A - 3p, 

where 
z = y2. 

If E = 0, then H = (2TO)!JY2 and E = 2wH. If 
E ¥- 0, then E = 0, and 

E = [(2Ti cos e]/y2, H = [(2To)! sin e]/y2, 

where 
1 

e(xl) = 2 I'" w(u) duo 

Note that this solution is not possible unless electro
magnetic fields are present. The integration can be 
performed once the constants are given. 

If EE ¥- 0, an equation of state with dfl/dp ¥- -5 
must be specified, together with values of p, E, H, and 
a for an initial value of Xl. If E = 8a(2w2 - TO)/ 
[(5 + dfl/dp)E], then the equations can be integrated. 

For a nonbarotropic fluid, E can be specified as an 
arbitrary function of Xl. Then if w, p, fl, a, E, and H 
are given at an initial value of Xl, the equations are 
integrable. 

Case Id: it ¥- 0, a ¥- 0. In the barotropic case, if E 
is specified everywhere together with an equation of 
state, the equations can be integrated, once initial 
values of E, H, a, it, p, and ware given. In the non
barotropic case, E and fl must be specified everywhere, 
together with initial values of the other quantities. 

Solutions of Cases Ib, c, d are invariant under a 
G4 of motions, multiply transitive in the 3-surfaces 
Xl = const. 

Case II: W = k = 0. Applying the commutation 
relations (2.1) to Egives E = -E(CX + 2p),anequation 
which expresses the conservation of charge. 

If cx = p, then the solution is shearfree, and since 
it is already irrotational, it is a Robertson-Walker 
model, if it = 0. (See, e.g., Ref. 2.) Again it is conven
ient to classify tne solutions accordingly as a, it are 
zero or nonzero. 

Case IIa: a = 0. a = ° implies pit = 0, and p = ° 
then implies p + fl = 0, which is unreasonable for a 
fluid. Thus 

a = ° leads to it = 0. 

Differentiating ala = ° gives an expression for alCX. 
The commutation relations are satisfied by all the 
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quantities except IZ, E, and p. In the nonbarotropic 
case, E must be specified on an initial hypersurface, 
Xl = const, and E, H, IZ, fJ, ft, and r must be given 
for some value of Xl in this hypersurface. Also P must 
be specified for all Xo along the world line of a particle, 
before the equations can be integrated. Even if EE = 0, 
the solutions need not be homogeneous, but they are 
homogeneous if either of GIrt., GIft is zero. 

In the barotropic case, P will only satisfy the com
mutation relation if either EE = 0, or there is a 
complicated restriction on the equation of state. (This 
latter possibility has not been investigated.) If EE = 0, 
then E' = ° and the solutions are homogeneous. These 
models include the generalization of the Einstein
de Sitter universe, and the Friedmann models, and 
have been considered by a variety of authors as 
possible cosmological models. (See the next section 
for details.) 

There are no static models in this case, since fJ ~ 0. 
However, there are solutions with nonzero shear, 
where IZ = 0, which implies EE = 0. They have the 
equation of state given by 

dft = P + ft 
dp 3p - ft- 2A 

(3.4) 

The general solution of this equation is 

ft- P = -2A 

+ Po exp [-2(ft + P + 2A)/(p - A)), Po const, 

which has no great physical significance, but there is a 
singular solution given by ft = P - 2A. Then, 

P = Pol y4(XO) + A, Po const, 

r = KI P, K const, 

T = 0, (3.5) 

{

(PolK - X02)!, K> 0, which implies Po> 0, 

y = (X02 
- PolK)!, K < 0, 

(Po)t(XO)!, K = 0, Po > 0. 

Note that no electromagnetic fields are possible in 
this model. 

The homogeneous models are invariant under a G4 

of motions multiply transitive in the 3-surfaces XO = 
const. If models exist with EE ~ 0, then the group 
is a G3 multiply transitive in the 2-surfaces XO = const, 
Xl = const. 

Case IIb: iI = 0, a ~ 0. In the non barotropic case, 
E', ft, and IZ must be specified on an initial hypersurface, 
with rt. ¢ 0, and p must be specified along a single 
world line. When the other quantities are given at a 

single point in the initial hypersurface, the equations 
can be integrated. 

In the barotropic case, if EE = 0, then applying 
the commutation relations to P and rt. gives 

T = IZ - fJ = 0. (3.6) 

This is a shearfree case with iI = 0, and so gives a 
Robertson-Walker model. When an equation of state 
has been specified, it can be integrated. If EE ~ 0, 
there is a complicated restriction on the equation of 
state. This has not been investigated. 

There is a static solution for this case, given by 
EE = ° = IZ = fJ. Then T = 0. 

Also ft, P are constant and are related by 

2A = 3p + ft, 
r = KI yZ(XI), K const, K > 0, (3.7) 

Y(x l ) = [K/(A - p)]! sin [(A - p)xl ]. 

No electromagnetic fields are possible in this case, 
which is a generalization of the Einstein static solution 
for dust. If E'E ~ 0, a static solution can be found 
once an equation of state has been specified, with 
dftldp ~ -5. (See Sec. 4.) 

For these models, space-time is invariant under a 
G4 of motions multiply transitive in the 3-surface 
Xl = const. There is no shear case with IZ = 0, fJ ~ 0. 

Case lIe: iI ~ 0, a ~ 0. In the nonbarotropic case, 
E, ft, and rt. must be specified on an initial hypersurface, 
and p must be specified along a single world line. When 
the other quantities are given at a single point in the 
initial hypersurface, the equations can be integrated. 
In the barotropic case, the equations can be integrated 
once an equation of state has been given, IZ, Ii, and E 

specified as functions of Xl for an initial value of xO, 

and the other quantities given at the same XO and some 
fixed Xl. Space-time is invariant under a G3 of motions 
multiply transitive in the 2-surfaces XO = const, Xl = 
const. In the stationary case, the initial, values are 
subject to 

A - P + T + a2 - 2ali - r = 0. (3.8) 

If IZ = 0, fJ ~ 0, there is a complicated restriction on 
the equation of state, which has not been investigated. 

Case III: w = 0, k ~ 0. It is convenient to classify 
the solutions accordingly as fJ is zero or nonzero. 
Applying (2.l) to E gives ° = [e2' e3]E = kGIE and 
so E = 0. 

Case IlIa: fJ = 0. Then p + ft = ik2 and 0(3 + 
dp(dft) = 0. If rt. = 0, then p, fl, k, r, and Tare 
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constants, and 

E = (27)icos kxo, 

H = (27)~ sin kx°, 

A = 7 + tfl + ~p, 
k 2 = 2(p + fl), 

r = P + fl + 27. 

(3.9) 

There is no solution for r S 0. This is a generaliza
tion of the Einstein static solution and resembles the 
Godel solution, Case la. In fact, for the cases of empty 
space or space containing an electromagnetic field, 
the Case III solutions are analytic continuations of the 
Case I solution across a null hypersurface. If dust or a 
fluid is present, the solutions are very similar but are 
not equivalent. If ex ~ 0, then, by suitable normaliza
tion, 

Y= 1, 

7, rare const, 

k = X(XO), 

fl = c - !X2
, 

c const 
P = -c + !X2, (3.10) 

1 

E = (27)"2" cos e, 
H = (27}~ sin e, 

where 
o 

e(xO) = {' X(u) du, 

XO = f (b + (A - 7 + c)X2 
- tX4]-i dX, b const. 

The integration can be performed once the constants 
have been specified. This solution is analogous to 
Case lb. 

Case IIIb: f3 ~ O. Now k ~ 0 implies rJ. ~ O. Once 
an equation of state is given (or p is specified along a 
world line in the nonbarotropic case) together with 
initial values satisfying the identity, the system is 
integrable. 

All Class III solutions except the first are invariant 
under a G4 of motions multiply transitive in the 3-
surface XO = const. For Case IlIa, the group is a 

G5• 

We now have the following theorem. 

Theorem 4: (a). If a space-time containing a perfect 
fluid satisfies L.R.S., there is a local group of motions 
Gr in each open neighborhood W of a point Po which 

is multiply transitive on some q-surface (q < r) 
through each point Pin W. Then at each point P in W 
there is a nondiscrete isotropy group; the subgroup g 
of the Lorentz group in the tangent space, which leaves 
invariant the curvature tensor and its derivatives up 
to third order, in fact leaves invariant the derivatives 
of all orders (see, e.g., Ref. 4). 

(b). If a perfect fluid is L.R.S. in an open set U· 
with OJ ~ 0 in U, then e = a = 0 in U and u is col
linear with a Killing vector. Nonrigid-body motion is 
only possible when the vorticity is zero. 

4. SOLUTIONS OF THE FIELD EQUATIONS 
WITH A GIVEN EQUATION OF STATE 

In this section, p is the rest-mass density of the 
fluid. For a barotropic fluid one has p = pep), but 
very little is known about physically reasonable 
functional forms of p at the high densities and tem
peratures in the initial stages of a "hot big bang" 
cosmology. However, over a limited range of p a "y 
law" is applicable: 

p oc pY, Y = const. (4.1) 

For an adiabatic process the relativistic first law of 
thermodynamics5 is 

dfl dp --=- (4.2) 

or 

dfl fl P p---=-, 
dp y y 

from which 

II. __ {c pllY + p/(y - 1), y ~ 1, 
," (4.3) 

cp + p log p, y = 1, c = const. 

Tooper6 has considered the case fl = P + pl(y - 1), 
and others? have considered the case c = O. For 
simplicity, this latter equation of state is used: 

p = (y - l)fl· (4.4) 

If the system is to be consistent with causality and 
mechanically stable, then? 1 S y S 2. We now 
reconsider those cases for which an equation of state 
(4.4) can be used, and which are not dust models, 
i.e., y > 1. 

• R. P. Kerr, J. Math. & Mech. 12,33 (1963). 
5 L. D. Landau, and E. M. Lifshitz, Fluid Mechanics (Pergamon 

Press, [nc., New York, 1959), p. 499. 
• R. F. Tooper, Astrophys. J. 142, 1541 (1965). 
7 H. Bondi, Proc. Roy. Soc. (London) A282, 303 (1964); B. K. 

Harrison, K. S. Thorne, M. Wakano, and J. A. Wheeler, Gravitation 
Theory and Gravitational Collapse (The University of Chicago Press, 
Chicago, 1965), Chap. 9. 



                                                                                                                                    

1078 J. M. STEWART AND G. F. R. ELLIS 

Case Ib: The solution is 

r=A, 
P = Po/F2(XI), Po const, 

W = WO/F(XI); W 0
2 = Po/2(y - 1), 

T = To/F2(XI), TO = (3y - 2)po/2(y - 1), 

Xl = f (eP - AF2 + Po)-t dF, e const, 

plus equations determining E, E, H. 

Case Ie: 

W = wO/y2
(X

I
), Wo const, 

r = K/y2(XI), K const, 

T = ey-4(3y-2)/(5y-4) + 2w
0
2/y\ . e const, 

/-' = 2(A - ey-4(3Y-2)/(5Y-4)/(3y - 2), 

Xl = f [ Ky2 + (3y ~ 2)yS(Y-1l/(5Y
-4) 

(4.5) 

(4.6) 

- W 2 - (-y_)Y4J-t dY. ° 3y - 2 ' 

plus equations determining E, E, H. There is an 
explicit solution if y = t, e = 0. 

Case Id: No fluid solutions have been found, even 
with EE = 0. For dust solutions see Ref. 1. 

There are solutions for a vacuum electromagnetic 
field (p = /-' = 0) which are equivalent to the corre
sponding solutions for Taub space, one of which has 
already been found by Brills (see Case IIIc). 

Case IIa: Homogeneous solutions have been found 
for A = T = r = 0. They are: 

1. IX = fJ; isotropic case 

X(XO) = Y(XO) = (xo)i, 

4 
/-' = p/(y - 1) = 3y2(XO)2 . 

(4.7) 

This is the obvious generalization of the Einstein
de Sitter universe. 

2. IX =;l: fJ, y =;l: 2. 

XO =f(Y3(2-Y)/2 + eYY-l)/(2-y)yt dY, 

e = const, e =;l: 0, (4.8) 

X = (y3(2-Y)/2 + e)l/(2-y)y-t, 

pl(y - 1) = /-' = 3/(Xy2)Y. 

The solution for y = t (which can be obtained 

8 D. R. Brill, Phys. Rev. 133, B845 (1964). 

explicitly) has been obtained by Doroshkevich9 and 
Thorne.lo As XO ~ co, X ~ y, and the solution tends 
asymptotically to the isotropic case. For a full dis
cussion of these solutions and their asymptotic proper
ties, see Doroshkevich,9 Thorne,lo and a further 
paper by the present authors (to appear). 

3. IX =;l: fJ, y = 2. 

X(XO) = (XOY/(1+2).) A const, A > 0, or A < -2, 

Y(XO) = X\ 
(2 + A) 

(4.9) 

Kantowskill has obtained the solutions for K = ± 1 
with y = t, 2. They are: 

1. y = t. 
X = fJ2(XO)/v(XO), 

y = v2/fJ, 

/-' = a2/3v4
, 

v = (efJ + fJ2 - KP/a2)t, 

XO = ~ f v dfJ, a, e const, a > 1. 

2. Y = 2, K = 1. 

XO = a2e f [X cosh (a log X)r2 dX, 

y = ae[X cosh (a log X)r\ 

f-l = (X/ae)2 cosh4 (a log X)(1 - a-2). 

(4.10) 

(4.11) 

For K = -1, replace "cosh" by "sinh". a, c are cons
tants, a > 1. 

It is of interest to consider a homogeneous electro
magnetic field by itself, p = /-' = 0. There is also a 
Class III one detailed later. The nonstationary model 
in this class is 

E = EO/y2(xO), E H t 0, ° cons, 

H = Ho/Y\xO), 

T = T oly
4(xO), TO = tCEo

2 + H0
2), (4.12) 

XO = f(tAY4 
- Ky2 + eY - To)-IYdY, c = const, 

X(XO) = (!Ay2 - K + elY - Toly2)t. 

The integration can be performed analytically if 
c = 0, or A = 0, and A, K, c, 'To are given. These 
solutions are in fact the nonstationary regions of the 

• A. S. Doroshkevich, Astrophysics, 1, 138 (1965). 
10 K. S. Thorne, Astrophys. J. 148, 51 (1967). 
11 R. Kantowski, Ph.D. thesis, Texas University (1966). 
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Reissner-Nordstrom type solutions.12 We obtain the 
Robinson-Bertotti electromagnetic solutionl3 when 
ex = (J = o. 

Case lIb: The Friedmann solutions (€E = 0) are 
well known.14 No solutions have been found with 
€E ~ 0, except in the static case. For this case, a 
solution is only possible for A > 0, K < 0, P > 0: 

_ jy4(3Y-2)/(SY-4) 
T - TO , TO const, 

r = K/y2, 

P = 2A(y - 1) _ 2( Y - 1 )ToY-4(3Y-2)/(SY-4), 

(3y - 2) 3y - 2 

Xl =f{-K - [yA/(3y - 2)]y2 
(4.13) 

- [y/(3y - 2)h y - 2Y/(SY-4)t! dY, 

plus equations for E, H. 

An exact integration is only possible in the dust case. 
No solution is possible with this equation of state in 
the shear case ex = 0, (J ~ O. 

Case lIc: This is the most general case, which in the 
isotropic case has been extensively studied in the 
context of stellar evolution (e.g., Ref. 15). Most work 
has been numerical, and so a simple but unrealistic 
barotropic equation of state is no advantage. Authors 
who have determined an analytical solution have 
usually imposed some further conditions, e.g., extra 
conditions between the unknown functions, and then 
have deduced the equation of state, which is usually 
quite complicated. Our method of integration requires 
the specification of ex, €, U as functions of Xl at some 
initial xO, and p as a function of xO, for some fixed Xl. 

These functions can be quite arbitrary. Thus the 
integration of this case is not possible until these extra 
conditions have been imposed. 

If p = fl = 0, we obtain the Reissner-Nordstrom 
family of solutions,12 and if in addition T = 0, the 
"Schwarzschildian" solutions.16 

Case lIIb: No analytic solutions have been found for 
a perfect fluid, or even for dust, see Ref. 1. For a 
vacuum field one obtains the Taub-NUT spaces. 
Brills has found the solution for a sourceless electro-

12 B. Carter (unpublished). 
13 B. Bertotti, Phys. Rev. 116, 1331 (1959); I. Robinson, Bull. 

Acad. Pol. Sci. 7, 351 (1959). 
14 G. E. Tauber, J. Math. Phys. 8, 118 (1967). 
I. G. C. McVittie, Astrophys. J. 143, 682 (1966); R. F. Tooper, 

Astrophys. J. 140, 434 (1964); 143, 465 (1966), H. A. BuchdahI, 
ibid. 140,1512 (1964); 147, 310 (1967); and Ref. 7. 

16 M. Cahen and R. Debever, Compt. Rend. 260, 815 (1965). 

magnetic field, p = p. = ° = A, with K = 1: 

Y = (Y02 + (2)t, 

(
Xo + coO 4Y. 2)t . X = 2 2 - ° ,Xo, Yo, Co const, 
Yo + 0 

r = y-2, 

k = Xy-2
, 

T = TO/Y4, TO const, 
(4.14) 

ZO 

O(Xo) = f (X/2Yo) dxo, 

E = 2(2TiYoOjy4
, 

H = 2(2To)t(y2 - 2(2)jy4. 

This solution does not show geometrical singulari
ties on the timelike surface on which X = 0, which 
separates the closed universe and the outer asymptoti
cally flat one. The corresponding solution for the 
NUT part of the space (Case Ic) is 

y = (Yo + (2)f, 

F =(Fo+COO_ 4Y.2)-f C F Y. o , 0, 0' ° const, 
Y02 + 02 

r = y-2, 

W = 1/Fy2, 

O(XI) = fZ1(FYO)-1 dx\ 
(4.15) 

T = TO/y4, To const, 

E = 2(2TO)~YOO/Y4, 
H = (2To)f(y2 - 2(2)/y4. 

To summarize, we have found all the solutions for 
which an equation of state is predetermined in Sec. 3. 
In Sec. 4 we have tried to complete the classification 
by integrating the equations after giving an equation 
of state. We have found all the Class I solutions for 
a fluid except for the general Case Id. For this case 
the dust solutions have been fou,nd previously (see 
Ref. 1), and a vacuum electromagnetic field solution 
was essentially obtained by Brill.s 

Class II solutions are incomplete. There are Case 
IIa solutions for a fluid, and for a vacuum electro
magnetic field, but a solution for both has not been 
found. There is no static or shear (IX = 0) case. 

Case lIb solutions for a barotropic fluid are well 
known if €E = O. If €E ~ 0, we have found the static 
solution; there is no shear (IX = 0) solution, and the 
nonstationary case remains unsolved. 

Case lIc: Little progress has been made, even 
though much study has been devoted to this case by 
many workers, although much of the work has been 
done for a nonbarotropic equation of state. 
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Case III: All the fluid solutions have been found, 
except for Case IIIc, but the dust solutions have not 
been given for this case yet. Brills has obtained a 
vacuum electromagnetic field solution for Case IIIb. 

5. DISCUSSION OF THE GENERAL CASE 

If the extra terms q, TT' in the energy-momentum 
tensor are nonzero, then the system is no longer in 
thermal equilibrium. The mean velocity ua is essentially 
defined as the normalized flux of some quantity, e.g., 
number of particles, momentum, energy, entropy, 
and so several definitions are possible. Only in 
thermal equilibrium do these definitions agree. This 
difficulty can be avoided in several situations. For 
example, one could consider a perfect fluid through 
which passes an energy flux (e.g., of neutrinos) which 
does not interact with the fluid, a problem which has 
been discussed by several authors, e.g., Ref. 17. To 
consider this as a one-fluid problem, it is necessary to 
introduce a TT' term representing anisotropic pressures 
as well as a q term, but TT' can be written in terms ofthe 
other quantities (TT' = 3q) and the problem is well 
defined once an equation of state for q is given. Equa
tion (2.7) now acts as a restriction on the geometry. 

Even where viscous effects are important, it may 
be possible under favorable conditions to use simple 
methods,18 but in general it will be necessary to use 
the general relativistic Boltzmann equation. Tab must 
be written 

where F(x, p) is the particle distribution function in 
8-dimensional phase space. The previously assumed 
L.R.S. of Tab gives no information as to the possible 
symmetry of F(x, p). The concept of local dynamical 
symmetry (L.D.s.), i.e., L.R.S. on the 4-manifold of 
phase space spanned by the momenta, was introduced 
by Tauber and Weinberg,19 and recently extended by 
Ehlers, Geren, and Sachs.20 They showed that if the 
particles have nonzero mass and if g is 3-dimensional, 
then L.D.S. implies that space-time is stationary or a 
sbearfree Robertson-Walker type. If the particles do 
have zero rest mass, then an extra assumption w = ° 
or Ii = ° is required. 

Suppose L.R.S. holds in the 4-manifold of space
time spanned by the F(x, p), and the system is in near 

17 C. W. Misner, Phys. Rev. 137, B1360 (1965); C. W. Misner 
and D. H. Sharp, Phys. Letters 15, 279 (1965); P. C. Vaidya, 
Astrophys. J. 144,943 (1966); R. W. Lindquist, Ann. Phys. (N.Y.) 
37, 487 (1966). 

18 C. W. Misner, Nature 210, 40 (1967). 
19 G. E. Tauber and J. W. Weinberg, Phys. Rev. 122, 1342 (1961). 
20 J. Ehlers, P. Geren, and R. K. Sachs (unpublished). 

equilibrium: 

F(x, p) = Fo(x, p) + EFix, p), (5.2) 

where Fo(x, p) is an equilibrium distribution and E 

is small. Then the alternative definitions of ua are 
nearly equivalent and a suitable 4-velocity can be 
defined. This gives a model to which (2.7) is applicable. 
Then, q, TT' are small quantities and wk"-' E. There are 
three disjoint and exhaustive classes of solutions. 

Class I: w,-....; 1, k,-." E. Then a, U'-'" 1; el, fJ ,....., E. 

The solutions are nearly stationary. 
Class II: w = k = O. The metric of Theorem 3 

can be introduced. 
Class III: W'-'" E; k,-." 1; el, fJ, ('00..1 1; a, U, olk, Olel, 

OlfJ, O!'T"-'; E. The solutions are nearly homogeneous. 

In general it will be extremely difficult to integrate 
the equations exactly; there are in fact no known 
analytic solutions when dissipative processes are 
present. Vaidyal7 has obtained an analytical solution 
for the case where an energy flux is present. He 
solved the equations by imposing functional restraints 
on the metric-tensor components and then deducing 
the equations of state and energy generation. Although 
this method often leads to solutions which are neither 
simple nor physically very meaningful, it may well be 
the only easy way to obtain solutions. Part of the 
difficulty lies in obtaining simple but plausible forms 
for the energy-transport and viscosity coefficients. 
Some results have already been obtained,21 but the 
study of relativistic nonequilibrium statistical mechan
ics is still in its infancy. 
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APPENDIX A: THE JACOBI IDENTITIES, 
MAXWELL EQUATIONS, AND FIELD 

EQUATIONS 

The eO axis has been taken along ua, and the e1 axis 
along the axis of symmetry. L.R.S. has been invoked 
to set 

y002 = y003 = y031 = y
0
32 = y

I
02 = y

1
03 = yaOl 

= y
2
0l = yl21 = y

l
3l = y 2

13 = 0, 
o . I 2 3 fJ 

YIO = U,YOl = -el,Y02 = Yoo = - , 

y212 = y313 = a, y~2 = k, y
3
2l = m, y323 = s. 

21 N. A. Chernikov, Acta Phys. Polon. 23, 629 (1963). 
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Then the Jacobi identities are: 

( 0) GIW = w(2a + u), 
123 

( 0) -2Gow = 4wfJ + ku, 
023 

( 1) -Glk = 2wa.: - 2ak, 
123 

( 3) GIS = as, 
123 

( 2) -ihfJ - ooa = fJu + a.a - wm + ez ' eam, 
012 

( 3) GoS = - fJs, 
023 

( 1) -Gok = k(2fJ - a.:), 
023 

( 2) ole2 ' ea - w) = -u(e2' ea - w)" 
013 

( 3) Ol( e2 . ea - w) - am 
012 

= -u(ez ' ea - w) + a.:m. 

APPENDIX B: PROOFS OF THEOREMS 1 AND 3 

It is convenient to prove Theorems 1 and 3 together. 
A coordinate transformation 

XO' = xo, x7' = XY'(Xi) 

is used to set eo
r = OO(X7) = 0. The coordinates are 

now comoving with only XO varying along the world 
lines. A transformation xo' = xo' (Xi), x" = xv, can 
be used to set eoo = 0o(XO) = F(x'), where Fis for the 
moment arbitrary. Then goo = -IfF2. Choose F in 
a convenient way on a 3-surface, Xl = const, and 
propagate F by requiring that 

(Bl) 

Then F is equivalent to the index function introduced 
by Synge22 ; the symmetry conditions introduced here 
have implied that the fluid is holonomic. (See also 
Ref. 23.) 

The remaining coordinate freedom is xo' = Xo + 
f(xV

), xv' = xv' (x"). The vectors ez, ea are arbitrary 
by a rotation 

e2' = ez cos () + e3 sin (), 

ea' = -ez sin e + es cos e, 
The Maxwell equations Fab;o = EUa, ('flab caPd);b = 0 where 

reduce to 
alE = 2aE - 2wH + E, 

olH = 2aH + 2w£, 

00E = -2fJE - kH, 

ooH = -2fJH + kE. 

The field equations are: 

(00) - A + Ip + tft + T 

= 0lU - 00(0: + 2/1) - 0:2 

- 2fJ2 + 2w2 + u2 - 2au, 
(11) A - tp + til - T + 27T 

= Goa.: + Gt<2a - u) + a.:2 + 2r:xfJ 

- W - 2a2 + Hk2 - m2), 

(22) A - tp + til + T - 7T 

= oofJ + ola + a.:/1 + 2f12 + 02S - S2 

+ 2wez . ea - Hm2 + k2) + km - 2a2 + au, 

(33) A - tp + tft + T - 7T 

= GofJ + Gla + a.:{J + 2{Jz + 02S - S2 

+ 2ez . eaw + Hm2 - k 2) - 2a2 + au, 

(01) -q = -201fJ + 2a(fJ - a.:) - wk, 

(23) tOl(m - k) = a.:w - tmu + a(m - k). 

e,o can be fixed by the requirement ez ' ea = (J) at all 
points, and e,l by flu = -m = 0 on XO = co. Then 
y302 = y203 = w, and from (0:2)' oom = -a.:m so that 
m = 0 everywhere. 

In an initial hypersurface XO = co, relabel the points 

xu' = XO = CO'xl ' = xl, x 2
' = x2'(xa), xS' = x3'(xa) 

so that e1
2 = Ol(X2) = O,e1

3 = Ol(X3) = Oinxo = co, 
From (2.1), 

[eo, e1lx2 = 0oel
2 = UOOX2 - a.:OlX2 = -o:e1

2 • 

Therefore e1
2 = 0 everywhere; similarlye1

3 = Oevery
where. 

Now make a transformation xO' = XO + I(x'), 
xv' = XV to set e1 ° = 0IXO = 0 in some surface XO = 
const. From (2.1), 

[eo, elJxo = ooe1o - G1F = Fu - rxe1o. 

From (BI), ooe1o = -a.:el o, and so elo = Oeverywhere. 
The remaining coordinate freedom is 

xo' = XO + f(x2, x3), Xl' = Xl' (xl, X2, x3), 

x2' = X2'(X2, x 3), x 3' = x3'(x2, x 3). 

22 J. L. Synge, Proc. London Math. Soc. 43, 376 (1937). 
23 A. Lichnerowicz, Theories Refativistes de fa Gravitation et de 

[,Electromagnetisme (Masson & Cie., Paris, 1955), p. 92. 
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Sincey30l = y3l2 = y320 = O,e3 ishypersurfaceorthog
ollal; choose these surfaces to be x3 = const. Then 
02X3 = e2

3 = 0. This determines x3 up to x3' = x3' (x3). 

Make a transformation 

xO' = XO + f(x2, x3), xv' = xv, 

to set e20 = ° in a 2-surface XO = CO'xl = cl
. From 

(2.1), 
[eo, e2]xO = ooe2o = -fJe2o, 

[el' e2]xO = 01e2o = ae2o, 

and so e20 = ° everywhere, 

As y2
03 = y23l = y20l = 0, e2 is hypersurface orthog

onaL If these surfaces are chosen to be the surfaces 
x 2 = const, then ea 

2 = 0. Since yl02 = 0, Xl can be 
chosen so that e2

l = 02Xl = 0, We can specify () = ()(x2, 

x3) on an arbitrary 2-surface C: XO = co, Xl = cl , and 
this can be done so that y2 a2 = 0 on C and 03S = 0 
on a line x2 = c2 in C. From (Oi2) and (31), 

ooy232 = _fJy232 , Oly2a2 = ay232 , 

and so y2
32 = 0 everywhere. 

Similarly, from (o~a)' (l~a)' (22), and the commutation 
relations, oas = 0. It can be shown that F can be 
chosen as a function only of xO, Xl. From (2.1), 

[eo, e3]xi = ooe/ = -fJe/, where i = ° or 3, 

[e l , ea]xi = 0le3
i = aeg

i , and so eao = y(x2 , x 3)ea
g 

• 

If and only if w = 0, ua is hypersurface orthogonal 
and we can set egO = y = O. 

This completes the outline of the proof of Theorem 
1. For fuller details see Ref. I. The only remaining 
freedom is the specification of () and s at one point. 

To prove Theorem 3 it is convenient to consider 
the three cases separately. 

Case I: y1
23 = y\o = y\2 = 0 imply el is hyper

surface orthogonal. This implies that we can set 
e3

1 = 0. Xl is free by a transformation Xl' = XI'(XI). 

y10l = y l21 = yl31 = ° imply ooel
l = 02ell = 03ell = 

0, and e/ = e/(xl
). The commutation relations (2.1) 

applied to x 2 give e2
2 = B(XI)f22(X2), and the freedom 

of x 2 can be used to set f/ = l. Similarly e3
3 = 

B(xl )f(x2)fa3(x3
), and we can setf33 = 1. From (lga)' 

aIw = (2a + it)w. Writing 

01 as " w'/w + F'/F = 2a, 
and so 

w(x1) = cB2jF, 

where c is constant. Also 

Case II: Since w = k = 0, we can set y = e/ = 0; 
then xO' = XO + const, Xl' = XI'(XI) is the remaining 
freedom of choice of xO, Xl. 

The commutation relations applied to Xl, X2, xa in 
turn give 

e I=A(xO Xl) 
I " 

e2
2 = B(xO, xl)f22(X2), and we can set f22 = I, 

ea
3 = B(xO, xl)f(x2)faa(xa), and we can set f a

3= 1. 

Case III: Since w = 0, we can set y = e/ = O. 
Since it = 0, we can put F = 1. The commutation 
relations give the same results as in Case II, but A 
and B are independent of Xl. From (O~3)' (1~3)' ook = 
k(CI. - 2fJ), olk = O. Therefore k = 2CB2(XO)/A(xO), 
C a constant. The remaining commutation relations 
applied to Xl give 

e3
l = B(xO)f(x2)h(x2, x3), 

where 
(B3) 

The remaining commutation relations applied to 
x3 give 

o 
s = B(xO, Xl) ox2 (log f(x 2» 

for all three cases. From (22), (33), ozs - SZ is a 
function of xO, Xl only, and so 02S - S2 = B2(XO, xl)K, 
where K is a constant, and 

d2t(xZ) 

(dx2)2 + Kt(X2) = 0, 

where t(x2) = Ilf(xZ). K is arbitrary and determines 
the form of t(X2) and f(x 2). Specifying the constants 
c, C then gives h(x2, xa), y(X2, x 3) from (B2) and 
(B3). (See Ref. 1.) 

Now all the ea
i are known, gi; can be determined 

and has the form (2.8), where X = A-I, Y = B-1. 
With this coordinate system, the rotation coefficients 

can be written in terms of the metric components as 
follows: 

o 
CI. = F oxo (log X), 

o 
fJ = F oxo (log Y), 

I 0 
a = - X oxi (log y), 

it = _l~(logF) 
X oxl 

' 

S = K/y 2
, K const. 

and so The other coefficients w, k can be determined from 
(B2) the Jacobi identities. 
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The methods of second quantization are used to investigate matrix elements of the Breit equation in 
mixed configurations. In the special case of a single configuration, the results are shown to be identical to 
those obtained in the previous paper of this series using equivalent operators. Application of second
quantization methods to calculations involving relativistic atomic states is shown to be extremely 
straightforward and to provide a simplicity and clarity unattainable using the equivalent-operator 
technique. 

I. INTRODUCTION 

In a previous paper,1 we obtained equivalent oper
ators for the Breit interaction. These equivalent 
operators were defined such that their matrix elements 
evaluated with nonrelativistic wavefunctions were 
equal to matrix elements of the Breit operator evaluated 
using relativistic wavefunctions. The derivation of these 
equivalent operators involved evaluating the Breit 
operator between relativistic wavefunctions 1/2SL) 
and expanding this result in a sum over nonrelativ
istic matrix elements of coupled double tensors2 

W(k1K1lkW(k.K.lk. Expansion coefficients were obtained 
by utilizing orthogonality and summation rules for 
6j and 9j symbols. 

In this paper we wish to present an alternative 
derivation of these equivalent operators and to extend 
the previous results by obtaining operators suitable 
for use in mixed configurations. The present deriva
tion is based upon the creation and destruction 
operators of second quantization.3 Use of this method 
simplifies the calculation immensely and provides 
valuable insight into the meaning and origin of 
equivalent operators. 

II. DERIVATION OF THE OPERATORS 

In the second-quantization formalism, one-electron 
operators F = !i /; are written 

F = ! q~ (IXI f IP) qp, (1) 

where the sum is over all states IX and p, and q~ is a 
creation operator whose effect on the vacuum is to 
create a state IIX). The destruction operator q~, when 
operating to the left on the vacuum state, produces 
a state (IXI. In the same manner, two-electron operators 

1 Lloyd Armstrong, Jr., J. Math. Phys. 7, 1891 (1966), to be 
referred to hereafter as REFS. 

• Brian R. Judd, Operator Techniques in Atomic Spectroscopy 
(McGraw-Hili Book Company, Inc., New York, 1963). 

• Brian R. Judd, Second Quantization and Atomic Spectroscopy 
(The Johns Hopkins Press, Baltimore, 1967). 

G = !i<j gij are written 

G = t ! q~qt (1X1P21 g12 IYl152) qdqy, (2) 

where the subscripted numbers in the matrix element 
refer to electron number, and the sum is over all 
IX, p, y, and 15. A product of creation operators acting 
on the vacuum produces a determinental product state 

q~qt··· qt 10) = {IXP'" rp}. (3) 

An arbitrary wavefunction'l" can therefore be repre
sented by some properly normalized sum over products 
of creation operators, e.g., 

112SLMs ML ) 

= ! (2)-!( 1 
Mll Ml2 

X (_l)ML+MS[L, S]!q~qt 10), (4) 

where IX = (tlMslMll ) and P = (t1Ms2M I2). 

In the present case, the terms f and g12 appearing 
in (1) and (2) will be terms in the Breit Hamiltonian; 
the states IX, p, y, and 15 should therefore be relativistic 
electron states. As given in REFS, these relativistic 
states have the form 

Il'm) = (F/r I¥m») , (5) 
!j iG/r lijm) 

where i = 1 ± 1 asj = 1 ± t, and lijm) is an ordinary 
nonrelativistic state having the quantum numbers 
indicated. In (5), and throughout the paper, we indi
cate relativistic states by a rounded ket, e.g., lijm), and 
nonrelativistic states by an angular ket, e.g., Iljm). 
The wavefunction given by (5) is an eigenfunction of 
J2; by analogy with the discussion given by Lawson 
and Macfarlane4 for the nonrelativistic case, we can 
therefore say that the creation operator for such a 
wavefunction, q+(ijm) , must transform like a com
ponent of a spherical tensor of rank j. Also trans
forming like a component of a spherical tensor of 
rank j is the operator ij(ijm) = (-1 )i-mq( lj - m). 

• R. D. Lawson and M. H. Macfarlane, Nucl. Phys. 66,80 (1965). 

1083 
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As was shown in REFS, the Hamiltonian terms 
of interest are given by 

(6) 
where 

and 

Hp = L e2/rij , 
i<j 

Hy = !e2!(ai ·a j)/rij, 
i< j 

H~ = -te2L (ai • rij)(a j · rij)/r~;. 
i<j 

The expression for Ha in the second-quantization 
formalism is easily obtained using (1): 

Ha = -Ze2! q+(lljlm1) (ilj1m1Il/r 112j2m2) 

X q(12j2m2)' (7) 

where the sum is over all II , 12, ji , h, ml , and m2' In 
REFS, the matrix element appearing in (7) was found 
to be 

(/ljlmlllI12j2m2) = t5(lt, 12)t5(jl,j2)t5(ml, m2) 
r 

X I F; ~ G~ dr. (8) 

Using this and the transformation properties of the 
operators, (7) becomes 

Ha = +Ze2 L U]~ IF;: G~ drt5(lI, 12) 

X t5(jI, j2)[q+(lljl)q(lIjI)]O, (9) 

where the term in brackets indicates that the two 
tensors of rank j are coupled to O. 

The two-particle forms of H p , H y , and H~ were 
shown in REFS to be of the general form gI2 = 
!k g~ . g~. Using this form of the two-body interaction 
in (2) shows that the second-quantization form of 
H p , H y , H~ is given by 

t L q+(lljlmI)q+(l2j2m2)([/IjimIM12j2m212 

X I g1' g~1 [lajamaMI4j4m4]2)q(l4j4m4)q(lajama) 

= t I [k]-l(lIjlli g~ 11 13j3)(l2j211 g~ IIIJ4) 

x {[q+(lljl)q(lai3)]k. [q+(l2j2)q(14j4)]k 

- [q+(lIjl)q(/J4)lO([~]2)\ -1)i1+j3t5(l213)t5(jJ3)}, 
[]I] 

(10) 

where the sum is over k and all values of I and j. The 
second term in brackets in (10) results from the use of 

fermion anticommutation relations in changing the 
position of q(lajam3) relative to q+(12hm2)' 

The second-quantization form of operators, given 
by (1) and (2), is most useful if the states a:, p, y, and 
t5 are of the same type as the single-particle states 
which compose the wavefunctions that will be used 
to evaluate matrix elements. For example, if the 
wavefunctions are composed of single-particle states 
coupled together through jj coupling, the operators 
should be of the form q+(ljm) , etc. In REFS, the wave
functions used are of the form W"SLJM); implicit in 
the derivation given is the definition that a single
particle wavefunction It/m.m!) is given by 

Itlmsm l ) = ~ [j]~( _ly-~-m( t 1 j) Iljm). 
J ms m l -m 

(11) 

This definition amounts to ignoring the coupling of 
the small components of the wavefunction, and the 
small component of the left-hand side of (11) con
tains a combination of states It I + 1msml+l) and 
It I - 1mSml _ I ). The many-particle wavefunction 
IINSLJM) of REFS is created by coupling the rela
tivistic single-particle functions given by Eq. (11) as 
if they were nonrelativistic wavefunctions Itlmsm l ) 

being coupled to ll"vSLJM). Again, this amounts to 
ignoring the coupling of the small components of the 
·wavefunctions. For the more general case, we also 
define in the same manner the relativistic wavefunction 
IlfSILI, WS2L2'" ; SL), corresponding to the non
relativistic function I/fSILI , I~S2L2'" ; SL). 

Equation (11) can be used to define the operator 
q+(t/mSm l ), which creates the state on the left of (11), 
in terms of q+(ljm). Taking adjoints of both sides leads 
to an identical expression for ij(t/mSm!) in terms of 
q(ljm). In order to compare (9) and (10) with the 
equivalent operators obtained in REFS, therefore, 
we must write the operators q(ljm) in terms of opera
tors q(tlmsm l ). This is easily done using familiar 
recoupling coefficients. In place of (9) we obtain 

Ha = Ze 2 ! U][ki( _l)l+!+k+j{t t k} 
1 1 j 

x J F; ~ G; dr[q+(tl)q(tl)](kk)O 

= Ze2 I [j][k]~( _lY-~+k+j{t t k} 
1 1 j 

x J F~ : G~ R(kk)0(l, 1). (12) 

The sum in (12) is over j, k, and I, and the expression 
[q+(tl)q(tl)](kk)O implies that the "large components" 
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of the operators are coupled to a total spin k and 
total orbital angular momentum k, which are then 
coupled to a total momentum of O. In the second 
expression on the right of (12), these coupled opera
tors have been replaced by _R(kkl0(l, I); using an 
argument similar to that used by Judd3 in the non
relativistic case, R(K,K.lK can be shown to be equiv
alent to a sum over all electrons of a single-particle 
operator 

N 
R(K,K.lK(l112) = L rl K,K,lK(l112)' (13) 

i~1 

where 

(ilall r(K,K.lUl12) Iltlp) = [K1, K 2]!bUa, 11)b(l2, lp). 

(14) 

Because of Eq. (14) and the manner in which the 
relativistic many-particle functions are constructed, 
R(K,K;lK (/1/2), evaluated between relativistic wave
functions I/fSlLl, WS2L2 ... ; SLJ), will produce ex
actly the same result as will Feneuille's5 W(K,K.lK (/1/2), 
evaluated between nonrelativistic functions 

In the case of 11 = 12, W(K,K2lK (11/2) becomes equiv
alent to W(K,K2l K of Judd2 ; the results of the present 
work can therefore be easily compared with the results 
of REFS by letting 11 = 12 = 13 = 14 and replacing 
R(K,K2lK (/1 /2) by W(K,K2lK. Thus we see that the 
operator in Eq. (12) is exactly equivalent to Eqs. (10) 
and (12) of REFS. 

In the same manner, the right-hand side of Eq. (10) 
becomes 

X [k1, K 1, k2, K 2,jl,j2,j3,j4]1 

X R(k,K,lk(l113) • R(k.K2lkU214) 

_ (_I)k1+i'+i3+I[k][k1]1( t t ~1} 
11 14 11 

X b(l213)<5(jJa)R(k1kll°(l114)], (15) 

where the sum is over k1 , K1 , k2' K2 , k, and alII and 
jvalues. Because of (13), the R(klK,lk. R(k2K2lk term in 
(15) can be written ~ .. r~k,Kllk • r(k2K2lk. however by 

£"'1.,3 t l' , 

• S. Feneuille, J. Phys. Radium 28, 61 (1967). 

considering a matrix element of r(K,K,lK ·r(K2K,lK, , . 
one can show in a straightforward manner that the 
second term in (IS) cancels out the contribution to the 
first term from the part of the sum over i and j in 
which i = j. Equation (15) then can be written 

t L [k]-1[k1, K1, k2, K2,jl,j2,j3,j4]! 

X {~ ~ ;:}{~ ~ ;,}(lljlll g~ 111Ja) 

11]a k 12 J4 k 

X (l2j211 g~ 1114j4) L r?lK,lk(ll, la) • rjk2K2lk(l2' 14), (16) 
ii'j 

where the sum is over kl' K 1 , k 2 , K2 , k, and all I and 
j values. 

Turning our attention now to the reduced matrix 
elements appearing in (16), for Hp we find that 

(/ljlll g~ 11 1aja)(l2j211 g~ 11 14j4) 

= e2ff(ldlll h~ Il/aja)(12j211 h~ 11/4j4) ~;1 drl dr2 , (17) 

with 

(lIH hk 11 1aj3) = (_I)jl-l( jl k j3) 
-t 0 t 

X Ul,ja]!(~(11' la, k)FIF2 + ~(il' ia, k)G1GJ, 

where ~(lI' la, k) is one if 11' la, and k can form a 
triangle and their sum is even, and zero otherwise. 
For Hy we find 

2 

(ldlll g~ II/Ja)(l2j211 g~ 111J4) = - ~ 

X t ff(ldlll (OCIC~)k 11 1aja)(lJ211 (OC2Cg)'" IIIJ4) 

p 
X (_I)HHP ~ dr dr P+l 1 2, 

r> 
(18) 

with 

(ldll1 (ocCP)", II/Ja) = irk, jl , ja]l 

X {/2(_I)It+P+l( 1 fJ k)(jl j3 k) 
V . -1 0 1 -t -t 1 

X [~(ll' ia, fJ)F1Ga + ~(i1> la, fJ)G1Fa] 

+ (_1)is+I(1 fJ k) (jl j3 k) 
o 0 0 -t +t 0 

X [~UllafJ)FlGa - ~(ll' la, {J)G1FaJ}. 

To obtain Hd , we must note that Eq. (25) of REFS 
for an expansion of (rI2rI2)2/r~2 is not correct for 
mixed configurations. For the more general case, we 
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must write 

(r12: 12)2 = ~ (_1)11 ~l 
r l 2 fJ ,II> 

X {CCIICII)2[ C8(3)(f3 + 1)(2f3 + 1)J1 
1 2 (15)(2f3 ~ 1)(2f3 + 3) 

_ (CII- 2CII )2[f3(f3 - 1)(2f3 - 3)(2f3 + 1)]t 
< > 5(2~ - 1) 

+ (CfJ CP+2)2[(f3)({3 + 2)(2f3 + 1)(2{3 + 5)]t}, 
< > 5(2f3 + 3) 

(19) 
where C < implies either C1 or C2, directly as r < 

implies r1 or r2 , etc. This can be written more com
pactlyas 

II~} -1)11 ;;;1 (C~C~)2F({3rpb), (20) 

where the sum over rp is limited to rp = f3 - 2, f3 and 
the sum over b to b = ~, (3 + 2; F(f3rpb) is the term 
multiplying (C"'Cb)2 in Eq. (19). Using (20), we find 
that for H" 

(/J111 g~ Il laja)(/J211 g~ IllJ4) 

= - ~ t ff(lljlll (~lC~)k I\lsi3) 

X (/2j211 (~2Cg)k IIIJ4)C-1)1+k+1I ~\ dr1 dr2 r>+ 

+ 5e
2 
~F({3rp(j){l 1 2}fOOdr2 

2 II"," rp (j k Jo 
X [f2dr1 r;~l (/J111 (~lCnk IIlsis) 
X (/2j211 (~2C~)k 1I14j4) 

+Joo drl il Uljlll (~Cf)k IllJ3) 
'2 r l 

X (l2j21\ (~2Cnk 1114j4)} (21) 

We note from Eq. (17) that Eq. (15) of REFS 
should contain (-1)'1-1- rather than (-1)'8-1; the 
proper phase was used in all of the calculations. 
Equation (18) indicates that Eq. (21) of REFS is also 
in error, with the first term properly having a phase 
(-1)1+1+11 rather than (_1)1+1, and the expression 
G3Fl properly being GlF3 • Finally,6 the right-hand 
side of Eq. (29) of REFS should be multiplied by a 
factor of 2 and r~/rr;+l replaced by r{(rg+l, with the 
integral over r 1 having the limits 0 and r2' 

1lI. DISCUSSION 

Using the second-quantization formalism, we have 
obtained expressions for the operators of the Breit 
equation which can be used to evaluate matrix 
elements between relativistic states of the form 
III NS1Ll ; 12MS2L2; ... ; SUM). The angular depend
ence of these expressions is contained in the operators 
R(K1K2)K(l112); evaluation of these operators in the 
relativistic scheme is exactly equivalent mathematically 
to the evaluation of the usual double tensors2 in the 
nonrelativistic scheme. The equivalent operators of 
REFS can therefore be viewed as the result ofmanipu
lating the Breit operator into such a form that the 
powerful tensor techniques of Racah2., can be fruit
fully used in the relativistic scheme. 

The present method simplifies immensely the calcu
lation of REFS and, because of this increased 
simplicity, the results of REFS become more trans
parent. For example, the products of 9j symbols 
appearing in the results of REFS are shown by the 
present derivation to be merely transformation 
coefficients from jj to LS coupling. 

6 I should like to thank Dr. S. Feneuille for bringing this error to 
my attention. 

? G. Racah, Phys. Rev. 62, 438 (1942); 63, 367 (1943); 76, 
1352 (1949). 
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Upper and lower bounds are derived for the response of a system initially in equilibrium to a weak 
damped-harmonic perturbation. The only information required in the construction of these error 
bounds are equilibrium properties of the unperturbed system, in particular, the equilibrium moments 
of the spectral density corresponding to the perturbation are used. The error bounds are shown to be 
the '!lost precise possible, given only this equilibrium information. As an example, error bounds are 
obtamed for the shape of a nuclear-resonance spectrum due to dipolar broadening in solids, and good 
agreement is obtained with nuclear-magnetic resonance experiments on CaF2 • The error bounds are 
applicable to many other areas of spectroscopy and nonequilibrium statistical mechanics. 

I. INTRODUCTION 

A problem of central importance in spectroscopy 
and nonequilibrium statistical mechanics is the 
calculation of spectral densities for time-dependent 
fluctuations. For, according to the general fluctuation
dissipation theorem, these spectral densities determine 
the linear dissipative response of a system to various 
perturbations. 1 For example, spectral density corre
sponding to the fluctuation of the dipole moment de
termines the absorption coefficient for radiation. The 
spectrum of the density fluctuations determines 
the scattering cross section for light and neutrons. 2 

The heat conductivity depends upon the spectral 
density of the heat-current fluctuations, and similar 
relations hold for other transport coefficients.3 •4 

In this paper we shall define precisely the extent 
to which such linear responses are determined by 
equilibrium properties of the unperturbed system. 
In particular, the equilibrium properties which we 
consider are the frequency moments of various 
spectral densities. Assuming that a finite number of 
these equilibrium moments have been calculated, we 
determine rigorous upper and lower bounds to the 
linear response of the system to a perturbation of 
finite duration in time. We consider in detail the 
response to a perturbation with a damped-harmonic' 
time dependence. This amounts to studying the 
spectral density "broadened" by convolution with a 
Lorentzian line shape of any given width. The 
restriction to a damped-harmonic perturbation is 
not essential, and similar methods can be used to 

• Sloan Foundation Fellow. 
1 R. Kubo, Can. J. Phys. 34,1274 (1956); J, Phys, Soc. Japan 12, 

570 (1957). 
2 L. van Hove, Phys. Rev. 95, 249 (1954). 
3 M. S. Green, J. Chern. Phys. 20,1281 (1952); 22, 398 (1954); H. 

Mori, Phys. Rev. 112, 1829 (1958). 
4 For recent reviews of this field, see R. W. Zwanzig, Ann, Rev, 

Phys. Chern. 16, 67 (1965); R. G. Gordon, Advan. Magnetic 
Resonance 3, 1 (1967). 

obtain error bounds to other forms of time-dependent 
perturbations. 

These upper and lower bounds on the response are 
shown to be the most precise that are possible, using 
only the given number of equilibrium moments. In 
addition, the spectral density, which has the specified 
moments and attains the upper bound to the response, 
is shown to be unique, and this "maximal" spectral 
density is constructed explicitly from the moments. 
Similarly, the spectral density which attains the 
minimum response is shown to be unique, and its 
construction is given. 

These methods are used to study the response of a 
set of interacting spins on an infinite rigid lattice to a 
damped-harmonic applied magnetic field. In other 
words, we calculate the upper and lower error bounds 
for the shape of a nuclear-magnetic resonance (NMR) 
spectrum of a dipole-coupled solid, using the moments 
of the spectral density calculated by Van Vleck5 for 
this case. The calculated spectrum is broadened by a 
"theoretical resolution function" of Lorentzian shape, 
and any width one chooses. Naturally, the broader the 
chosen "theoretical resolution function," the narrower 
the error bounds become, but the more detail is lost 
by the broadening. The more moments used, the more 
precise the error bounds become for any fixed 
resolution. In any case, one has the assurance that the 
best possible use is being made of the known moments. 
These calculations are compared with NMR experi
ments on CaF2 , and agreement is obtained within the 
combined error bounds of theory and experiment. 

Moments have been calculated for other spectral 
densities, including absorption of radiation,6 neutron 
scattering,' and Raman light scattering.s The present 
method of moment inversion is being applied to these 

5 J. H. Van Vleck, Phys. Rev. 74, 1168 (1948). 
6 R. G. Gordon, J, Chern. Phys. 41, 1819 (1964). 
7 G. Placzek, Phys. Rev. 86, 377 (1952), 
8 R. G. Gordon, J. Chern. Phys. 40, 1973 (1964). 
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, 
and other cases. These investigations define rigorously 
and precisely the extent to which equilibrium proper
ties of a system determine its nonequilibrium behavior. 

II. MATHEMATICAL FORMULATION 

We consider a system described by a Hamiltonian 
Ho subject to a perturbation HI of the form 

HI = Hint cos wot exp (-E Itl), (1) 

where Hint depends only on the variables in the system. 
The time-dependent amplitude of the perturbation is 
chosen here to represent a damped-harmonic per
turbing field (for example, an applied electric or 
magnetic field). The linear response i(wo, E) of the 
system to this pulse has the general form given by 
perturbation theory 

i( W O, E) = 21 foo e-iwote-<jtjC(t) dt, (2) 
7r -00 

where 
(3) 

is the correlation function of the interaction 
Hamiltonian, averaged over the unperturbed equi
librium ensemble of the system Hamiltonian Ho. The 
time-dependence in Hint(t) is that generated by Ho 
alone, so that C(t) represents the time-dependence 
of the equilibrium fluctuations of Hint. 

The physical meaning attached to this response is 
different in different physical situations. In an absorp-' 
tion experiment it is related to probability of 
absorption, and in a scattering experiment it is 
related to the probability or cross section for scat
tering. Because of this probability interpretation, it 
is clear that i( W O, E) is a positive (or at least non
negative) quantity 

(4) 

Mathematically, the positive-definiteness of the re
sponse is clear from the alternate expression for time
dependent response in terms of the absolute square 
of a quantum-mechanical matrix element.4 The 
thermodynamic interpretation of this positivity is that 
the entropy production9 due to external perturbations 
is positive. The positive nature of the response is an 
important fact to be used in the construction of our 
error bounds. 

The convolution theorem for Fourier transforms 
allows us to write the product in Eq. (2) as the con
volution 

1:( ) _ ~ foo lew) dw 
11 wo, E - , 

7r -00 (wo - W)2 + E2 
(5) 

• S. R. de Groot and P. Mazur, Non-Equilibrium Thermodynamics 
(North-Holland Pub!. Co., Amsterdam, 1962), Ch. VIII. 

where 

lew) = - C(t)e-iwt dt. 1 foo 
27r -00 

(6) 

We note that 
(7) 

i.e., lew) is the idealized limiting response to an 
infinite undamped perturbation. The function l( w) 
is also nonnegative, since it is a special case of i( WO, E). 

The relevant equilibrium properties for discussing 
a linear response are the Taylor expansion coefficients 
for the correlation function C(t): 

C(t) = i (itt Itn , 
n~O n! 

(8) 

where 

Now, inverting the Fourier transform, Eq. (6), gives 

C(t) = L: eiwtl(w) dw. (10) 

Thus carrying out the differentiations indicated in 
Eq. (9) gives the well-known result, 

Itn = L: wnl(w) dw, (11) 

that the coefficients of the time expansion of a corre
lation function are frequency moments of the corre
sponding spectral density. These moments are 
equilibrium properties of the unperturbed system 
[through Eq. (9)], and with a finite amount of effort 
one may expect to calculate a finite number, say 2M, 
of them. 

We can now state our problem: Given the equilib
rium moments Ito, 1t1' .. " 1t2M of a spectral density 
lew), find the minimum and maximum possible values 
of the response i(wo, E), for each frequency Wo and 
pulse width E-1• 

III. ERROR BOUNDS 

In the last section we posed the problem of finding 
error bounds for the linear response of a system to a 
particular pulsed perturbation. Now we may state 
the essential mathematical features of the problem: 

Given the 2M + 1 real numbers Ito, 1t1' .. " 1t2M' 

find the minimum and maximum possible values of 
the linear functional i( Wo , E) defined by 

1_( ) = ~ fOO lew) dw wo, E - , 
7r -00 (w - WO)2 + E2 

(12) 
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where Wo and E are fixed real numbers, and I(w) ranges 
over the class of all nonnegative distributions, subject 
to the 2M + 1 constraints 

fln = L: wn[(w) dw; n = 0, 1, ... ,2M. (13) 

The chief difficulty in actually constructing such 
maximum and minimum values is that an infinite 
number of distinct distributions I(w) can have the 
specified moments. Therefore we clearly cannot con
struct each such distribution separately, and find its 
value of /(wo, E). Rather, we must construct a general 
test, involving only a finite number of steps, of whether 
any I(w) exists, which has the proper moments, and 
whose broadened distribution /(wo, E) takes some 
prescribed value (say 10)' Thus we restate the problem: 

Given the real numbers flo, fll' fl2 ... fl2M' W o, and 
the positive numbers E and 10 , does there exist any 
distribution I(w) such that 

fln = L: wn[(w) dw, for n = 0, 1, ... ,2M, (14a) 

lew) ~ 0, for all real w, (14b) 
and 

[-~JOO [(w)dw 
o - ( )2 2 . 

7T' -00 W - Wo + w 
(14c) 

Simply matching the moments [condition (a) above] 
can always be satisfied by an infinite number of 
distributions l(w),1° Requiring, in addition, that the 
distribution be nonnegative [condition (b)] greatly 
restricts the possibilities. A necessary and sufficient 
condition for the existence of some distribution I(w), 
satisfying both conditions (a) and (b), is that all the 
determinan ts 11 

Lln == ~ ° (15) 

be nonnegative for n = 0, 1, 2 ... 2M. In practice, 
this test is difficult to apply because ofthe large amount 
of arithmetic required to evaluate these determinants. 
We have been able to replace this test for the existence 
of a nonnegative solution by an equivalent one in
volving only f"'"J M2 arithmetic operations. This new 
method has the additional advantage that also testing 
for condition (c) requires only a small additional 

10 J. A. Shohat and J. D. Tamarkin, The Problem of Moments, 
Mathematical Survey No. 1 (American Mathematical Society, 
Providence, R.I., 1950), Theorem 3.11, p. 103. 

11 Reference 10, Theorem 1.2, p. 5. 

effort. The method is suggested by writing the broad
ened response / in the form 

/(wo, E) = - !. 1m JOO lew) ~w ,(16) 
7T' -00 -wo + IE + w 

which is exactly equivalent to Eq. (12), but rewritten 
in complex form. This suggests that we consider the 
complex function 

( 
1 fOO I(w) dw 

J z) == - , 
7T' -00 (z + w) 

(17) 

since, if we set z = - Wo + iE, the desired response is 

/(wo, E) = -1m [J( -wo + iE)]. (18) 

With these definitions, the response to an undamped 
perturbation is 

lew) = - lim 1m [J(-wo + iE)]. (19) 
E-+O+ 

The integral J(z) can be expressed in terms of its 
associated continued fractionl2 

A(z) = Q(l'---__ 

Z + Q(2 - Q(2Q(a 
---"-~------

z + Q(a + Q(4 - Q(4Q(5 
~-=-------

Z + Q(5 + Q(6 - ••• , 

(20) 

where the expansion coefficients Q(n can be determined 
uniquely from the condition that J(z) and A(z) have 
the same formal expansions in (1/z): 

1 Joo 1 Joo J(z) = - I(w) dw - -2 wl(w) dw 
7T'Z _00 7T'Z _00 

1 fOO 1 00 + -a w2/(w)dw'" =- L (-l)n fln lzn+1. 
7T'Z _00 7T' n~O 

(21) 

The Q(n can be constructed from the fln using deter
minantal expressions,12 or much more conveniently 
by the use of a simple prc,duct-difi'erence recursion 
relation. la Only f"'"J M2 arithmetic operations are 
required to construct the first M terms in the expan
sion. [It can be shown that if the fraCtion A(z) con
verges as the number of terms increases, it converges 
to J(z). However, we shall not need to assume con
vergence in order to obtain our error bounds.] 

The first useful feature of the associated continued 
fraction is that by inspection we can test for condition 
(b): The given moments flo, fll' ... , fl2M could have 
been derived from some nonnegative distribution 
I(w) if and only if Q(2nQ(2n+1 ~ 0, for n = 0, 1, .. " M,14 

12 Reference 10, p. 31. 
13 R. G. Gordon, J. Math. Phys. 9, 655 (1968). 
14 Reference 10, Theorem 2.3, p. 31. 
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The associated continued fraction can also be used 
to test for condition (c), i.e., to find out whether a 
given number 10 is a possible value for I(wo, e) for 
some /(w) which also satisfies conditions (a) and (b). 
To carry out this test, we form polynomials Pn(z) and 
Qn(z) according to the pair of recursion relations 
(n ~ 2) 

Pn+1(Z) = (z + 1X2n- 1 + 1X2n)Pn(Z) - 1X2nIX2n+lPn-1(Z), 
(22a) 

Qn+l(Z) = (z + 1X2n-1 + 1X2n)Qn(Z) - 1X2nIX2n+lQn-1(Z), 

(22b) 

where T is any real number. In terms of the polynomials 
Pn(z) and Qn(z), we have 

C ( ) 
_ PM+1(z) - TPM(z) 

"'1+1 Z, T - • 
" QM+l(Z) - TQM(Z) 

(27) 

As special cases of this we have 

CM+1(Z; ±oo) = AM(z), (28) 
and 

CM+1(Z; 0) = A M+1(z), (29) 

As T ranges over the real axis from - 00 to 00, 

CM+l(Z; T) sweeps around a circle in the complex 
plane, which circle we denote C M+l(Z), Evidently, 
from Eqs. (28) and (29), the circle C M+1(z) passes 
through the points AM(z) and AM+1(Z), Now we can 
apply a theorem15•16 which tells us three things: 

(1) To each point on the circle C M+1(Z) there 
exists one and only one distribution /(w), which 
satisfies conditions (a) and (b), and for which 

I(wo, e) = -1m CM+1(Z; T). (30) 

(2) To each point within the circle there exist an 
infinite number of such distributions /(w). 

(3) To each point outside the circle there exist no 
such distributions. Thus, the allowed range of I(wo, e), 
as /( w) ranges over all possible nonnegative distribu
tions /(w), which have the given 2M moments, is 

minT [-1m C11H1(z; T)] ~ 1 
~ maxT [-1m CM+1(z; T)], (31) 

10 H. Hamburger, Math. Ann. 81, 235 (1920); 82, 120,168 (1921). 
16 Reference 10, Theorem 2.7, p. 48. 

starting from the initial values 

Pl(z) = 0, 

P2(z) = lXI' 

Ql(Z) = 1, 

Q2(Z) = Z + 1X2' 

(23 a) 

(23b) 

(24a) 

(24b) 

These polynomials are closely related to the value of 
the associated fraction A(z) truncated after M 
terms, which has the value 

AM(z) = PM(Z)/QM(Z), (25) 

Following Hamburger,15 we consider a more general 
approximant to A(z), 

Z + 0(2M-1 + 0(2M - T 

(26) 

since the solutions on the circumference of the circle 
enclose those in the interior, and there are no solutions 
outside the circle. 

The minimization and maximization problems of 
the functional /(wo, e) over the space of functions /(w) 
have now been reduced to the minimization and maxi
mization of a single function -1m CM+1(z; T) of a 
single real variable T. Geometrically, this problem 
amounts to no more than finding the top and bottom 
of the circle. From Eqs. (27) and (31) one finds 
readily that 

max {I M( Wo , e)} 

[Re PM+1(z) Re QM(Z) - Re QM+1(Z) Re PM(z)] 
= 

[1m QM+l(Z) Re QM(Z) - Re QM+1(Z) 1m QM(Z)] ' 

(32) 
and 

min {iM(wO , e)} 

= 
[1m PM+1(z) 1m QM(Z) - 1m QM+1(Z) 1m PM(z)] 

[1m QM+1(Z) Re QM(Z) - Re QM+1(Z) 1m QM(Z)]' 

(33) 

where Z = -Wo + ie. A typical set of circles is plotted 
in Fig. 1. 

From the method of construction, it is obvious that 
there are an infinite number of distributions /(w) for 
which I(wo, e) attains any value /0 that we may 
choose in the range: 

min {i(wo, e)} < /0 < max {i(wo, e)}. (34) 
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FIG. 1. An example 
of the circles C M(Z) 
in the complex plane. 

-04 0 04 08 12 16 20 24 28 

-Re{celzlj-

Thus the error bounds which we have obtained are 
the most precise, which we could hope to obtain for 
the response i(wo, E), given only the equilibrium 
moments f-lo, f-lI' ... , f-l2M' 

The distributions lew) for which i(wo; €) actually 
attains its maximum and minimum values, respectively, 
must be unique since they each correspond to a single 
point on the circumference of the circle C11HI(z) 
(the bottom and top of the circle, respectively). It is 
not necessary to actually construct these distributions, 
since we have already constructed the error bounds, 
Eqs. (32) and (33), without solving explicitly for the 
distributions. Nevertheless, it is interesting to con
struct these distributions. We will call the distribution, 
which maximizes the response /(wo, E), the maximal 
distribution, and write it as Imax(wo, E). Similarly, we 
define the minimal distribution Imin(wo, €) to be that 
distribution, which minimizes i(wo, E), subject to the 
constraints 

Imax(wo, €) ~ 0, (35a) 

Imin(wo, €) ~ 0, (35b) 
and 

f-ln = L: wnlmax(w, €) dw, (36a) 

f-ln = L: wnlmin(w, €) dw, (36b) 

for n = 0, 1,2,. . ·,2M. 
The first information we need for these construc

tions are the values of T which correspond to the top 
and bottom of the circle C.1HI(z). These are 

Tmin = 1m Qn+I(z)jIm Qn(z), (37) 

Tmax = Re Qn+I(z)jRe Qn(z). (38) 

For these values of T, J(z) takes the values given by 
Eq. (26), when values of T are substituted. If we can 

rewrite the resulting fraction as a sum of partial 
fractions, 

J(z) == !. foo lew) dw =! PM(j) (39) 
7T -00 z + W j~1 Z + ~;M 

Then we shall have constructed the maximal and 
minimal solutions as sums of (j functions, with 
weights PM(j), at positions -~;M' These weights and 
positions are most easily calculated in terms of the 
eigenvectors and the (real) eigenvalues of a certain 
real symmetric tridiagonal matrixI3 of order M. Thus 
the ~ 1M are real, and the weights P are readily shown 
to be positive, as they must be if the maximal and 
minimal solutions are to be nonnegative. Thus the 
maximal and minimal solutions are uniquely given as 
a finite set of (j functions. Of course, there will in 
general be a different maximal and minimal solution 
for each W o and € one may choose. 

Of particular interest is the maximal solution in 
which we let the width € of the broadening function 
tend to zero 

lim Imax(wo, €) = Imax(wo, 0). (40) 
£-+0+ 

This is the solution which concentrates the greatest 
possible distribution at wo, consistent with the 2M 
known moments of the distribution. This special case 
of our results is essentially equivalent to the well
known Tchebycheff inequalityP 

The methods developed here may be extended to 
give error bounds for the response to other forms of 
perturbation, such as a Gaussian or rectangular 
broadening function. However, the results will be 
qualitatively similar to those given here for Lorentzian 
broadening, so the more complicated constructions 
required for other forms of perturbation need not be 
elaborated here. 

IV. APPLICATION TO NUCLEAR
MAGNETIC RESONANCE 

As an example we consider the application of the 
results of the last section to calculating the line shape 
in the nuclear-magnetic resonance spectra of solids. 
For nuclei of spin one-half, the dominant interactiou 
between the spins is just the magnetic-dipole-dipole 
interaction. IS This interaction is suitable for our 
purposes, since the dipolar spin Hamiltonian may be 
estimated accurately from the atomic geometry of the 
crystal. To a very good approximation the nuclei in 
an ionic crystal may be assumed to be fixed at their 

17 P. Tchebycheff, J. Math. Pures App!. (2) 19, 157 (1874); Ref. 
10, Lemma 2.13, p. 43. 

18 See, for example, A. Abragam, The Principles of Nuclear 
Magnetism (Oxford University Press, London, 1961), Ch. IV. 
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lattice posltlOns, and the dipolar spin Hamiltonian 
calculated accordingly. 

Van Vleck5 has calculated the first four moments 
of the NMR spectrum fora dipolar interaction and 
has specialized the results to the case of the CaF2 
crystal. These theoretical moments are in good agree
ment with measurements19 of the moments of the 
NMR spectrum. 

We have adopted these four theoretical moments,5.19 
and also the sixth and eighth moments estimated by 
Abragam18 from an analytic fit to the experimental 
curve. From these eight moments, we have constructed 
the upper and lower bounds, Eqs. (32) and (33), for 
several different resolutions, E. A typical set of these 
upper and lower bounds are plotted as a function of 
frequency Wo in Fig. 2, for fixed E = 1. Units of 
frequency are 14. Experimental curves19 for the 
nuclear resonance of CaF2, with the external field 
direction along the [111] crystal axis, were appropri
ately broadened by convolution with a Lorentzian 
curve 

E/7T 
L(w) = 2 2' 

E + (w - wo) 

with width E = 1. These experimental points are 
plotted in Fig. 2, with an assumed experimental un
certainty of ± 10% of the peak height. The agreement 

,. C. R. Bruce, Phys. Rev. 107,43 (1957). 
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FIG. 2. Comparison of theory and experiment: shape of the 
nuclear magnetic resonance spectrum of CaF, crystal. See text 
for full explanation. 

between theory and experiment is satisfactory. The 
comparison is significant, since there are no unknown 
parameters, and no theoretical approximations other 
than the choice of Hamiltonian for the system. The 
theory includes a rigorous bound for its possible 
error, and the theoretical error can be reduced by 
evaluating more terms in a well-defined sequence of 
approximations. 
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I. INTRODUCTION 

For any Hamiltonian mechanics problem, there is 
a useful rule which permits one to construct an 
invariance (a one-parameter group of transformations 

which leave the equations of motion invariant) from 
any constant of the motion. This invariance will also 
be a group of canonical transformations. (For a 
familiar example, if a component of momentum is 
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lattice posltlOns, and the dipolar spin Hamiltonian 
calculated accordingly. 

Van Vleck5 has calculated the first four moments 
of the NMR spectrum fora dipolar interaction and 
has specialized the results to the case of the CaF2 
crystal. These theoretical moments are in good agree
ment with measurements19 of the moments of the 
NMR spectrum. 

We have adopted these four theoretical moments,5.19 
and also the sixth and eighth moments estimated by 
Abragam18 from an analytic fit to the experimental 
curve. From these eight moments, we have constructed 
the upper and lower bounds, Eqs. (32) and (33), for 
several different resolutions, E. A typical set of these 
upper and lower bounds are plotted as a function of 
frequency Wo in Fig. 2, for fixed E = 1. Units of 
frequency are 14. Experimental curves19 for the 
nuclear resonance of CaF2, with the external field 
direction along the [111] crystal axis, were appropri
ately broadened by convolution with a Lorentzian 
curve 

E/7T 
L(w) = 2 2' 

E + (w - wo) 

with width E = 1. These experimental points are 
plotted in Fig. 2, with an assumed experimental un
certainty of ± 10% of the peak height. The agreement 

,. C. R. Bruce, Phys. Rev. 107,43 (1957). 

JOURNAL OF MATHEMATICAL PHYSICS 

32 

.28 

Upper Bound, 6 moments 

{ Upper Bound, 8 moments ---........ 

11--1 16 1 
l- --------

12 -\- \ower Bound, 8 moments 

08 Lower Bound, 6 moments 

04 

00 04 08 12 1.6 20 24 

(w-wL )I)J2
1
/2 ----

FIG. 2. Comparison of theory and experiment: shape of the 
nuclear magnetic resonance spectrum of CaF, crystal. See text 
for full explanation. 

between theory and experiment is satisfactory. The 
comparison is significant, since there are no unknown 
parameters, and no theoretical approximations other 
than the choice of Hamiltonian for the system. The 
theory includes a rigorous bound for its possible 
error, and the theoretical error can be reduced by 
evaluating more terms in a well-defined sequence of 
approximations. 
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I. INTRODUCTION 

For any Hamiltonian mechanics problem, there is 
a useful rule which permits one to construct an 
invariance (a one-parameter group of transformations 

which leave the equations of motion invariant) from 
any constant of the motion. This invariance will also 
be a group of canonical transformations. (For a 
familiar example, if a component of momentum is 
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conserved, one constructs the corresponding canonical 
group of translations which leaves the Hamiltohian, 
and thus the equations of motion, invariant.) Con
versely, if one has an invariance, one can construct a 
constant of the motion from the group generator, 
provided these transformations are canonical. How
ever, if the invariance does not consist of canonical 
transformations, then one cannot construct the 
constant of the motion. 

For an arbitrary mechanics problem, there exists 
no rule enabling one to construct an invariance from a 
conservation law, nor a rule enabling one to construct 
a conservation law from an invariance. If there were 
such rules, then two different sets of equations of 
motion which have a constant of motion in common 
would necessarily have an invariance in common 
(and vice versa), but this is not the case. In an arbitrary 
mechanics problem there is generally no connection 
between a single constant of the motion and a single 
invariance.1 

The interesting questions arise as to whether there 
are classes of problems other than Hamiltonian 
mechanics for which any conservation law begets an 
invariance, and whether there are classes of problems 
for which any invariance begets a conservation law 
(which is not the case with Hamiltonian mechanics). 
We shall point out that such classes of problems (we 
will call each class a "mechanics") do exist. For 
example, a class of harmonic-oscillator problems 
called "oscillator mechanics" will be discussed for 
which there are three different ways of constructing 
three (possibly different) constants of the motion from 
any given invariance generator, as well as a rule for 
constructing an invariance generator from any 
constant of the motion. 

One may also inquire as to whether Hamiltonian 
mechanics is uniquely characterized by its relationship 
between a conservation law and an invariance. We 
shall, roughly speaking, "derive" Hamiltonian me
chanics from the following two requirements: 

(A) For each problem in the mechanics, one can 
always construct an invariance from a constant of the 
motion: The invariance generator will be a linear 
combination (with certain fixed constant coefficients) 
of the first derivatives of the conserved quantity. 

(B) A particular function can always be found 
which will enable one to construct the motion genera
tor in this way. 
Other mechanics, notably the oscillator mechanics men
tioned above, satisfy property (A) but not property (B). 

1 E. P. Wigner, Progr. Theoret. Phys. (Kyoto) 11, 437 (1954); R. 
Houtappel, H. Van Dam, and E. Wigner, Rev. Mod. Phys. 37, 595 
1965). 

As an interesting example, we shall investigate in 
detail the class of problems which is common to both 
oscillator mechanics and Hamiltonian mechanics. 
This class of problems, called "in -common" me
chanics, is especially rich in its connections between 
invariances and conservation laws. In addition, we 
will show that it has an algebra that is the same as the 
algebra of quantum ("matrix") mechanics, a fact 
first noticed by Strocchi.2 

The content of the various sections will now be 
outlined. Section U contains a brief summary, without 
proofs, of the needed relationships between equations 
of motion, invariance generators, and conserved 
quantities.3 In Sec. III a few examples are given of 
mechanics for which constants of the motion (or 
constants) can always be constructed from any 
invariance generator. A presentation of oscillator 
mechanics follows in Sec. IV. 

Section V begins our discussion of mechanics in 
which a conservation law determines an invariance. 
Restrictions on the class of problems satisfying 
requirement (A) (stated above) are derived. In Sec. VI 
it is shown that requirements (A) and (B) define Hamil
tonian mechanics. Section VII points out that oscilla
tor mechanics satisfies requirement (A). Lastly, Sec. 
VIn contains the discussion of in-common mechanics. 

II. NECESSARY RELATIONSmpS 

In this section we shall briefly review the relation
l>hips which will be needed in the following sections: 
the proofs can be found elsewhere.3 

The equations of motion for a system of n degrees 
of freedom are 

dxiJdt = bi(xl, ... ,xn), i = 1, ... ,n. (1) 

One can find n - 1 independent constants of the 
motion <I>a(xl," . ,xn) (IX = 1, ... ,n - 1), which 
do not depend upon the time variable, and which 
therefore satisfy the partial differential equation 

d<I>lZ/dt = b • V<I>IZ = 0 (2) 

(b· V == L~l bio/OXi
). In addition, we introduce 

another constant of the motion which depends 
linearly on time, T(x!, ... , xn) - t. The function T 
must satisfy 

b· VT = 1. (3) 

The n functions <I>IZ, T are independent, but they are 
not unique. 

• F. Strocchi, Rev. Mod. Phys. 38, 36 (1966). This connection 
between a classical mechanical system and the algebra of quantum 
mechanics was also found independently by the author; he is 
indebted to Professor W. Tobocman for bringing Strocchi's paper 
to his attention. The approach presented here is quite different from 
that of Strocchi. 

3 L. P. Eisenhart, Continuous Groups of Transformations (Dover 
Publications, Inc., New York, 1961); see especially Sec. 25. 
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If a one-parameter set of transformations these n invariance generators: 

(4) 

("a" is the parameter) is also a one-parameter group 
of transformations, then Eq. (4) can also be written, 
in an obvious notation, as 

(5) 

where gi(X\ ... , xn) == aXijaa!a=o' The linear oper
ator g . V is called the group generator. 

If the equations of motion (1) are expressed in terms 
of the variables xi, they will have the form dxijdt = 
bi(Xi, ... ,xn). If the functions bi satisfy the relation
ship bi(Xi, ... ,xn) = bi(Xi, ... ,xn) for all a, then 
the equations of motion are invariant under the one
parameter group of transformations. It can be shown 
that the necessary and sufficient condition for g. V 
to generate an invariance of the equations of motion 
characterized by the vector b is 

[b.V,g'V]=O. (6) 

(This is the commutator bracket.) Equation (6) is 
equivalent to the set of n first-order partial differential 
equations for the components gi: 

b . Vgi = g • Vbi. (7) 

The most general invariance generator satisfying 
Eq. (6) [or Eq. (7)] can be constructed as follows. 
First we pick any n - 1 independent constants of the 
motion <D a , and a function T. We invert the n equations 
4>a = <Da(x), 4>n = T(x) to obtain Xi = Xi(4)\ ... ,4>n). 
It can be shown that each of the following transforma
tions are invariances: 

Xi = Xi(4)1 + a, 4>2"", 4>n), (81) 

Xi = Xi(4)1, 4>2 + a, ... ,4>n), (8 2) 

The invariance generator for the IXth invariance is 
n 

ga • V == L (axija4>a)ajaxi = aja4>a, (9) 
i=1 

In particular, the nth invariance generator constructed 
in this fashion is also the motion generator, for 

g~ = axija4>n = bi. (10) 

These n invariance generators all commute: 

[ga' V, gp' V] = 0 (IX, ~ = 1, ... ,n). (11) 

Finally, it can be shown that the most general in
variance generator g. V is a linear combination of 

n 
g. V = !hlZ(<D1(X), ... ,<Dn-

1(x»g .. • V, (12) 
.. =1 

where the ha are n arbitrary functions of the n - 1 
constants of the motion. 

III. MECHANICS WHERE AN INVARIANCE 
DETERMINES A CONSERVATION LAW 

In this section, we shall present a few examples of 
mechanics in which constants of the motion can be 
constructed from invariances. We may demand of 
such a mechanics that it fulfill these rough require
ments: 

1. The connection between an invariance and a 
conservation law must be "simple" in some sense. 

2. The connection must hold for all invariances in 
any problem belonging to the mechanics. 

3. The mechanics must hold for an infinite number 
of problems for each value of n, and for an infinity of 
different values of n. 

For our first example, let us look for a mechanics 
in which the existence of any invariance generator 
g. V implies that !~=1gi(X) is a constant of the motion. 
By summing Eq. (7) over the index j, we find that 

n 

b. V!gi = g. V! bi. (13) 
i=1 i 

Since for this mechanics Li gi is a constant of the 
motion, the left-hand side of this equation vanishes. 
By our second requirement for a mechanics, the 
right-hand side must then vanish for any generator. 
This leads to the necessary condition that Li bi(x) must 
be a constant. By putting Li bi(x) = const back into 
Eq. (13), we see that this is a sufficient condition for 
any Li gi to be a constant of the motion or a constant. 
[In fact, we know that at least one invariance gener
ator yields a constant, since Li bi(x) is a constant.] 

In a similar manner, one may look for mechanics 
in which 

(IX) g. x or (~) g. b or (y) V . g (14) 

are constants of the motion. By applying suitable 
operations to Eqs. (7), one finds the following 
necessary conditions for each of these three different 
mechanics: 

(Il() b· x = const, 

(~) (b. V)b = -V (b; b) , (15) 

(y) V· b = const. 

By putting Eqs. (15) back into Eq. (7), one finds that 
these are sufficient conditions for the quantities in 
Eqs. (14) to be constants of the motion, or constants. 
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Each b vector corresponding to a problem in any 
one of the above three mechanics satisfies a restriction 
[e.g., Eq. (15)]. The restriction nevertheless admits an 
infinity of problems, so our third requirement for a 
mechanics is satisfied. The conserved quantity 
constructed out of an invariance generator g [e.g., 
Eqs. (14)] is linear in the components of g, and we 
may regard this as fulfilling the first requirement of 
simplicity. The second requirement is fulfilled because a 
quantity whose time derivative vanishes is constructed 
out of any invariance generator. However, some 
of these quantities are constants, and while, strictly 
speaking, a constant is a conserved quantity, it is not 
a very useful conserved quantity. 

In the next section we will describe a mechanics for 
which it is always possible to construct a conserved 
quantity, which is not a constant, out of any invariance 
generator. 

IV. OSCILLATOR MECHANICS 

We consider a class of harmonic-oscillator problems 
for which the equations of motion are 

n 

dxildt = 2,x jB ji , 
j~l 

(16) 

where the matrix elements Bji are constants and the 
matrix B is an anti symmetric nonsingular matrix 
(Bji = - Bij , det B ¥- 0). We will find this mechanics 
to be of special interest in the next sections. It is not a 
merely academic mechanics, for it will later be 
pointed out that a subset of this mechanics has an 
algebra which is identical to the algebra of quantum 
mechanics. In this section, we will show that this 
mechanics is remarkably rich in connections between 
an invariance generator g • V and conservation laws: 
g • x, g . b, and g • g are each constants of the motion 
or constants! Furthermore, we will see that they can
not all be constants, so that a suitable function of all 
three [such as (g • X)2 + (g. b)2 + (g. g)2] can be con
structed which will always be a constant of the motion. 

We begin by constructing <1>"', T, and g • V for the 
equations of motion (16). Constants of the motion 
must satisfy Eq. (2): 

2,XjBji~<I> = 0 
i,1 OX' 

and they can immediately be found, in terms of the 
eigenvectors of the matrix B. It is well known that a 
nonsingular antisymmetric matrix must be of even 
order (n12 is therefore an integer), and must possess 
purely imaginary nonzero eigenvalues ±iw", «(X = 
1, ... ,nI2). We shall define w_'" == -w", so that we 
may number the eigenvalues from (X = -n12 to 
(X = +nI2. The eigenvector e", corresponding to the 

eigenvalue iw(/. satisfies these equations4 : 

Be(/. = iW",e"" e(/.B = - iW",e"" 
* * ~ e", = e_"" e",' ep = u",p . 

Bij , written in terms of its eigenvectors and eigenvalues, 
looks like this: 

It can readily be demonstrated that 

<I>"'P = (x· e",Y
w

", f3 ¥- (X = -n ... +n (17) 
-(x.ep)Wp' 2" 2 

are all (mostly complex) constants of the motion, and 
there are exactly n - 1 independent functions among 
these. A particularly interesting set of nl2 real con
stants of the motion are (<I>-"""'//w"" because they are 
real quadratic forms: 

(<I>-a.,,,,)l/W
,,, = (x • e",)(e: • x) ((X = 1, ... , ~). (18) 

nl2 - 1 further real constants of the motion can be 
constructed from the <I>"'P, e. g., <I>"'P + <I>"'P*, i( 4>"'/J -
4>"'P*), or <I> "'P<I>"'P* . 

Functions satisfying b • V T = 1 are 

T '" 1 1 * =- ne ·X . "" 
or T'" + T-'" = _1_ In e: . x 

IW", 2 2iw", e",' x 

the latter set being real. 
A complete commuting set of (complex) invariance 

generators are 

(X = - ... - (19) ( -n n) 
2' '2' 

as may be verified by direct computation. An arbitrary 
real generator may therefore be written as [Eq. (12)] 

n/2 

g • V = 2, h"'(<I>PY)g",. V, h*'" = h-"', 
"'~-n/2 

of which a particular case is b • V: 
n/2 

b • V = 2, iW",g .. • V. 
.. ~-n/2 

(20) 

Now we are in a position to see that g • x, g • b, g • g 
are all functions of constants of the motion. g ... x = 
~'" . x are the constants of the motion displayed in 
Eq. (18), so therefore [using g ... gp = (g", • x)!5",._p] 

n/2 

g. X = 2, (h"'· + h"')(g",' x), 
1%=0 

n/2 

g. b = 2, iwih"'· - h"')(g", • x), 
"'~O 

n/2 

g • g = 2 2, Ih"'12 (g", • x) 
«=0 

(2la) 

(2lb) 

(2lc) 

• * refers to complex conjugation; orx/J is the Kronecker delta 
function; the ith component of the column vector Bert. is ~j~l Bijelx. 
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are all functions of constants of the motion, which 
means that they are either constants of the motion or 
constants. 

It might be suspected that not all of the equations 
(21) can be constants, regardless of what functions h<x 
are chosen. This suspicion is correct, as is proven in 
Appendix A. Therefore, for this mechanics, we may 
state the rule that, from any invariance generator g • V, 
the following quantity may be constructed: 

(g. X)2 + (g. b)2 + (g. g)2, 

and it will always be a constant of the motion. (We do 
not choose g • x + g • b + g • g because, for example, 
we may set each h = -1; this results in g. b = 0, 
g . x = -g. g, and the sum will vanish identically.) 

V. MECHANICS WHERE A CONSERVATION 
LAW DETERMINES AN INV ARIANCE 

One can imagine many different rules for construct
ing a generator g • V out of a known constant of the 
motion <1>, e.g., gi == O(Ii o<l>/oxj)/oxi or g == 
f~' <I>(xl, .. " Xi, ... ,Xn)dXi or gi == 02<1>/OXi2. How
ever, we will focus our attention, in the remainder of 
this paper, on what appears to be the "simplest" 
available rule. We shall look for mechanics in which 
an invariance generator g • V may be constructed from 
any constant of the motion <I> according to the rule5 

gi ~ = Mik 0<1> ~ (22) 
oxi oxk oxi ' 

where the Mik are to be constants, fixed for all of the 
problems involving n degrees of freedom in a particular 
mechanics. Because of the restriction to this class of 
problems, our three requirements for a mechanics 
become: 

(1) The connection between invariance and con
servation law is to be given by Eq. (22). 

(2) For any problem, any constant of the motion 
<I>(x) as well as any function T(x) must generate an 
invariance. 6 

(3) (a) The n X n matrix M must be nonsingular. 
(b) The matrix M should be characterized by a 

property that is independent of n, and defined for an 
infinity of values of n. 

Requirements (2) and (3a) insure that we will be 
able to construct a complete set of generators from a 
functionally independent set of constants of the 
motion. For if we construct n generators g<x' V from n 

5 We are using the convention that repeated Latin indices are to 
be summed over. 

• This means that any solution of b • V<I> = const will produce an 
invariance generator. If the constant is nonzero, <I>/const == T 
will satisfy b • VT = 1. Then, if T produces an invariance generator 
[according to the rule in Eq. (22)], const X T = <I> will also produce 
this invariance generator (multiplied by the constant). 

independent functions <1>1,"', <l>n-l, T == <l>n, the 
m~trix 0 whose elements are 0k<x == o<1><x/oxk will be 
nonsingular. Then the matrix G whose elements are 
Gi<x == g! will also be nonsingular (since det G = 
det M . det 0 oF 0) so the g<x will be linearly independ
ent. 

Requirement (3b) enables us to say that problems 
with different values of n belong to the same mechanics. 

To see what constraints Eq. (22) imposes', we 
substitute this expression for gi into Eqs. (7) and 
obtain after some manipulation 

~[Mikbi 0<1>] = Mik Obi 0<1> + Obi Mik 0<1>. (23) 
oxk Ox' oxk ax' ax' OXk 

The left-hand side of Eq. (23) vanishes, since <I>(x) 
satisfies b· V<I>(x) = con st. Designating by B the 
matrix whose elements are Bki == obi/oXk, and re
writing Eq. (23) n times with n independent functions 
<I> <x , we obtain succinctly 

MB0 + EM0 =0. 

Since 0 is a nonsingular matrix, we may multiply this 
equation on the right by 0-1 , arriving at 

MB+EM=O. (24) 

Equation (24) is a necessary restriction that the b 
vector of a problem must satisfy if it is to belong to 
the mechanics characterized by a known matrix M 
[that is, if it is to be always possible to construct an 
invariance generator from any solution of b • V<1> = 
const, according to the rule given in Eq. (22)]. It is 
also a sufficient restriction, as can be seen by reversing 
the order of the above arguments. 

Equation (24) may also be regarded as a restriction 
imposed on a matrix M by a known class of b vectors. 

Before investigating specific mechanics which 
satisfy Eq. (24), we shall derive another relationship 
between Band M. This is a necessary consequence of 
Eq. (24), which may be written as 

Obi = _ M-1'r ob
r 

MSi. 
ox' oxs (25) 

We can differentiate Eq. (25) with respect to Xk and 
utilize the symmetrical relationship 02bi/oXkOXi = 
02bi /oXiOXk to obtain 

02bi 02br 02br 
__ = _ M-1" __ M si = _ M-1kr __ Msi 

OXkOXi oxkOX S oxioxs 

Upon postmultiplication by M-ln , this equation 
becomes 

~ (M-1ir ob
r 

_ M-1kr Ob
r
) = O. (26) 

ox l oxk ox' 

Equation (26) says that M-l E - BM-l must be a 
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constant matrix. After premultiplying this matrix by 
M and postmultiplying by M, we arrive at a necessary 
condition: 

MB - BM= C, (27) 

where C, a constant matrix, must obviously be 
antisymmetric. 

Equation (27) may be added to the transpose of 
Eq. (24) to yield the interesting relation 

(M + M)B = C. (28) 

Equation (28) can be a severe restriction on the 
functional dependence of b upon x, for it says that the 
symmetric part of the constant matrix M, multiplied 
by the matrix B which depends upon x, must equal 
some constant (antisymmetric) matrix. However, it is 
no restriction at all if the matrix M is antisymmetric, 
since then Eq. (28) is identically satisfied by any B 
(with C = - C = 0). It will be shown in the next 
section that if M is antisymmetric, the associated 
mechanics is equivalent (to within a linear transforma
tion of coordinates) to Hamiltonian mechanics. 
Following this, in Sec. VII, we will consider other 
mechanics where M is not antisymmetric. 

VI. HAMILTONIAN-EQUIVALENT 
MECHANICS 

Suppose we have a class of b vectors forming a 
mechanics, so that Eq. (24) is satisfied, and M is 
known. Although an invariance generator may always 
be constructed [Eq. (22)] from any solution of 
b • V<1> = const, one will often be unable to construct 
the particular invariance generator b • V. This leads us 
to ask: What are the mechanics in which a function 
H(x) can always be found, enabling us to construct 
the invariance generator b • V itself according to the 
rule 

bi~. = Mik 'OH(x) ~ .. 
'Ox' oxk 'Ox' 

(29) 

The answer will be that, for such a mechanics, it is 
necessary and sufficient that M be antisymmetric. 
When Mis antisymmetric, b· V H(x) = 0 [by Eq. (29)], 
so that H(x) is in fact a constant of the motion. 
It will be seen that all of these mechanics are "equiv
alent" to Hamiltonian mechanics in the following 
sense. 

When we say that two mechanics are equivalent, we 
shall mean that any problem in one mechanics can be 
transformed into a problem in the other mechanics by 
a linear transformation 

(A'S, cr are constants). Under this transformation, 
various quantities in the "unprimed" mechanics are 

related to the same quantities in the "primed" 
mechanics by 

b'T = Arsbs, 

B' = A-IBA, 

g'r = Arsgs, 

M' =AMA. (30) 

We will now show that requirements I, 2, and 3, 
together with the additional requirement of Eq. (29), 
define Hamiltonian-equivalent mechanics. Since b is 
given by Eq. (29), the matrix elements of Bare 

B . == 'Obi = Mij '02H 
k' 'Oxk OXk'OXi ' 

and Eq. (24) can be written as 

Mkl o2H. Mii + Mkl '02H. Mii = O. 
'Oxlox) oxlox) 

(31) 

Since M is nonsingular, and if at least one problem in 
the class has a nonvanishing Hessian determinant 
j'02H/oxl 'OXij =/= 0, we may premultiply Eq. (31) by 
M-I and by the inverse of the matrix whose elements 
are o2H/'Oxl'Oxi to obtain 

M+ M=O. (32) 

Thus it is necessary that M be antisymmetric. 
We can also prove that in a mechanics where M is 

antisymmetric, b can always be constructed from some 
scalar function H(x) , according to the rule given in 
Eq. (29). We may set bi(x) == MiShS(x) [this defines 
the n functions hS(x)] without loss of generality, 
because M is a nonsingular matrix. Equation (24) 
(which is satisfied since b is in the mechanics) tells us 
that 

MiT 'Oh
S 

M O; + MiT uh
T 

MSj = O. (33) 
'Ox' 'Ox s 

After setting MS; = -Msj, we may premultiply and 
postmultiply Eq. (33) by M-l, which yield 

ohs 'Ohr 

(34) 

Equations (34) are the well-known conditions which 
are necessary and sufficient for hex) = V H(x) [H(x) 
is some scalar function], and our proof is complete. 

To show that all mechanics for which M is anti
symmetric are equivalent to Hamiltonian mechanics, 
we remark that any nonsingular anti symmetric matrix 
must be of even order and may be brought by a 
congruence transformation to the block form: 

J == AMA = [ 0 IJ 
-1 0 

(35) 

(where 1 is the nl2 X nl2 identity matrix). But Eq. (29) 
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with M rep/aced by the matrix J defines HamiitoniG.ll 
mechanics.7 To see this, we identify xl, ... , X

fi
/
2 with 

ql, ... ,qn/2 and we identify Xn / HI,"', xn with 
pI, ... ,pn/2. Then, for example, using Eq. (29), we 
see that 

dF(x) = b. VF = of(x) Jii oH(x) == {F(x), H(x)}, 
dt ax' ax' 

(36) 

where {F, H} is the familiar Poisson bracket expres
sion. The condition [Eq. (6)] that g. V [Eq. (22)] must 
generate an invariance becomes 

0= [g.V, b.V]f(x) = ~(O<l> JrsOH)JiiOf(X) 
ax' oxr ax' ax' 

== {{<I>, H},J(x)}, (37) 

i.e., g. V constructed from <I> will be an invariance 
generator in Hamiltonian mechanics, if {<I>, H} = 
const, as is well known. 

Thus we have shown that either the antisymmetry 
of M or the condition that b • V be constructible from 
a scalar function [according to the rule in Eq. (29)] 
are each necessary and sufficient for a mechanics to be 
Hamiltonian -equivalent. 

VII. MECHANICS WHERE M IS SYMMETRIC 

Equation (28) provides the strongest possible 
restriction when M is symmetric (we shall not discuss 
the general case of mechanics for which M is neither 
symmetric nor antisymmetric). Any mechanics where 
M is symmetric is equivalent to a mechanics where M 
is a diagonal matrix with ± 1 as diagonal matrix 
elements (any nonsingular symmetric matrix can be 
brought to such a form by a congruence transforma
tion). When M is such a diagonal matrix, Eq. (28) can 
be solved for B (using M = M, M2 = 1): 

B = Me/2. (38) 

This expression for B identically satisfies Eq. (24). 
Since B must be a constant matrix, it follows that 

bi(x) can only depend linearly upon x. These problems 
will therefore have solutions xi(t) which can oscillate 
sinusoidally or exponentially increase or decrease with 
time. 

The mechanics where M = 1 is particularly inter
esting. An invariance generator g. V is very simply 
constructed from a conserved quantity <1>: g = V<I>. 
From Eq. (38), we see that B must be an antisym-

7 C. Kilmister, Hamiltonian Mechanics (John Wiley & Sons, Inc., 
New York, 1964), Chap. 4. The author was fortunate enough to be 
able to read a set of notes by E. Wichmann from a course in 
mechanics which was given at Berkeley in 1959, and it is Wichmann's 
notation that is followed here. 

metric matrix. Of course, no function H(x) can be 
found for which b = V H(x) , since this is not a 
Hamiltonian-equivalent mechanics. 

Finally we focus our attention on the mechanics 
where M = 1 and B is nonsingular (and therefore of 
even order, since B is antisymmetric). This is just the 
oscillator mechanics which we discussed in Sec. IV! 
These problems have only oscillatory solutions, 
essentially because the roots of a nonsingular anti
symmetric matrix like Bare nonvanishing pure 
imaginary numbers. Now we see that, for any problem 
in this mechanics, not only can constants of the motion 
always be constructed from any invariance generator 
(since at least one of g • x, g • b, g • g is a constant of 
the motion), but also an invariance generator can 
always be constructed from any constant of the 
motion (by the rule g = V<I». Certainly this oscillator 
mechanics is rich in its connections between invari
ances and conservation laws. 

VIII. "IN COMMON" MECHANICS 

For our final investigation, we shall inquire as to 
whether Hamiltonian mechanics and the oscillator 
mechanics possess any problems in common. We shall 
find that such an "in common" mechanics (as we 
shall call it) is possible-and much of its algebra is the 
algebra of quantum ("matrix") mechanics (in a 
complex nl2 dimensional space and in the "Schro
dinger picture"). 

The problems of in common mechanics must be 
harmonic-oscillator problems, for which bi = 
JikoH(x)loxk is a linear function in x. H(x) must 
therefore be a quadratic form in x: 

H(x) == txrHrsxs
; 

H H oHrs (. rs = Sr> --. = 0 all I, r, s). 
ax' 

(39) 

From the requirement that the problems lie in Hamil
tonian mechanics, we see that 

bi - JikH ; B - obi H Jki (40) - kjX , ji = -. = - jk • 
ax' 

From the requirement that the problems lie in 
oscillator mechanics, we see that B must be anti-

,......, 
symmetric: HJ + (HJ) = O. (Here we have written 
H to denote the constant matrix whose elements are 
H jk .) Using the symmetry of H and the antisymmetry 
of J, this restriction upon H becomes 

[J, H] = O. (41) 

Equation (41) is the necessary (and sufficient) 
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condition for a problem to belong to both Hamilton
ian and oscillator mechanics. If we write the sym
metric matrix H in block form 

H== , Hn=Hn, H22 = H 22 , (42) [
Hn H21] _ 

H21 H22 

(the H ll , H21 , H22 are n/2 x n/2 matrices,) we find 
that satisfaction of Eq. (41) requires Hll = H22 and 
H21 = -H21 . We will rename the symmetric matrix 
H ll , calling it HR, and rename the antisymmetric 
matrix H21 , calling it HI (the reason for this notation 
will appear shortly). Then the symmetric matrix H 
and the antisymmetric matrix B can be written as 

H = [HR _HI]; B = _[ HI HR]; 
HI HR _HR HI 

fiR = H R , fiI = _HI, (43) 

while the equations of motion appear in matrix form 
as 

(44) 

The constants of the motion and the invariance 
generators for any oscillator-mechanics problem were 
given in Sec. IV, and naturally these results hold for 
in-common mechanics problems as well. However, 
because of the peculiarly simple form of the matrix 
B (Eq. (43)], we may rewrite these quantities in terms 
of the eigenfunctions and eigenvalues of the n/2 
dimensional matrix fi == HR + iHI. Because fi is 
Hermitian, it has n/2 real eigenvalues Wa and eigen
vectors ~a satisfying 

H~a = wa~a' ~: H = wa~:' ~:. ~Il -= 0all 

(~,p = 1,'" ,~). 

It is readily verified that the eigenvectors ea of B, 
which satisfy Bea = iWae~, can be written in block 
form as 

Let us introduce the (n/2)-dimensional complex vector z 
and the complex operator V by 

Zk == ~ (xk + ixn / 2+k), 
.)2 

-k 0 . 0 r 0 
V' == OXk - 1 oxn/2+k = "12 OZk' 

Using this notation, for example, the nl2 constants 
of the motion which can be written as quadratic 
forms are 

(x· e .. )(e: • x) == (z*. ~a)(~: • z), 

(~ = 1, ... , ~) , (45) 

while a complete commuting set of n (complex) 
invariance generators is 

ga· V == (z* . ~a)(~: • V*) and (ga· V)*, 

(~= 1,'" ,~). (46) 

In this notation, the expression for dF(x)/dt = 
b· VF = {F(x), H(x)} becomes 

dF(x) n/2 _ * 
-- = -i Z wa(VF. ~a)(~a ·z) 

dt a~l 

- (z* . ~a)(~: • V*F)] (47) 

[using the expression of Eq. (20) for b • V, and Eq. 
(46)]. By utilizing the expansion for H in terms of its 
eigenvectors 

(i, k = 1,"', nI2), 

Eq. (47) may also be written as 

.. dF(x) _ ~ [OF H- k - i*H- of ] 
1 - £., . ikZ Z ik *. 

dt i.k~l OZ' OZk 
(48) 

Because in -common mechanics problems belong 
to both Hamiltonian mechanics and oscillator 
mechanics, we can construct two different in variance 
generators from a single constant of the motion. For 
example, the generators constructed from the con
served quantities in Eq. (45), according to the oscilla
tor rule g. V = V<I>· V, are (ga· V)* + (ga· V); the 
generators constructed from the same functions 
according to the Hamiltonian rule 

are 
g • V = jii(o<l>loxi)CJ/oxi 

i[(ga • V)* - (ga • V)]. 

In order to see how the algebra of in-common 
mechanics is related to the algebra of matrix me
chanics, we consider Eq. (48) with F(x) = Zi: 

. dz
i 

n/2 - k ( ) 
1- = Z HikZ , j = 1,' . "!:2 . 

dt k~l 
(49) 

Thus Hamilton's equation of motion in classical 
mechanics now resembles Schrodinger's equation in 
(nI2)-dimensional matrix mechanics, where f1 takes 
the place of the nl2 x nl2 Hamiltonian matrix divided 
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by Ii and the Zk take the place of the n(2 components 
of the state vector 'IjJ. 

Next let F(x) be chosen as a quadratic form 
txiFiixi (Fii = Fii , oFiijoxk = 0), and suppose that 
[F, J] = 0 (F is the matrix whose elements are Fii)' 
Following an argument identical to the one we used 
to determine the structure of the matrix H [Eqs. (42) 
to (43) J, we find that we can write F in terms of (nj2)
dimensional matrices FR and FI: 

We may define a Hermitian matrix P == FR + ipI, 
and we may write the quadratic form as 

n/2 

I zi*PikZk. 
j,k=l 

When this special function of x is inserted into 
Eq. (48), we obtain 

where [P, ii]jk are the elements of the commutator 
of the matrices P and ii. Equation (51) is to be 
compared with the expression in matrix mecvanics 
for the time derivative of a matrix element. 

The fact that a classical Hamiltonian system of 
oscillators exists whose algebra is similar to that of 
matrix mechanics, was first noted by Strocchi.2 
Matrix mechanics not only differs from in-common 
mechanics in the interpretation of such quantities as 
the variables Zk, it also differs in that the quantities and 
manipulations necessary to matrix mechanics are 
more restricted than those possible with in common 
mechanics. For example, only linear sums ofn(2 of the 
constants of the motion [those in Eq. (45») can be 
written in the form of the quadratic expression that 
that appears in Eq. (51). One simply does not need to 
work with the other nj2 - 1 constants of the motion 
which are not quadratic forms when doing matrix 
mechanics. 

As a last demonstration of the similarity of the 
algebras of in - common mechanics and matrix 
mechanics, we shall consider a "transformation 
theory" of in common mechanics. That is, we shall 
look for all transformations of variables from x to 
X, such that when the equations of motion of any in
common problem are expressed in the new variables 
X, the problem still remains in in-common mechanics. 
It will be shown that these transformations are unitary 
transformations, when they are regarded as trans
forming the complex variables z into Z. 

If a problem is to remain in Hamiltonian me
chanics after a transformation of variables, then it is 
well known that Xi = Xi(X) must be a canonical 
transformation. The condition that a transformation 
be canonical is that the new variables X obey the 
Poisson-bracket relations 

Jrs _ oxr Jii oxs _ {-r -s} =- -= x,x . oxi ox i 
(52) 

If a problem is to remain in oscillator mechanics 
after a transformation of variables, the trans
formation Xi = Xi(X) must take the equations of 
motion dxi jdt = Xi Bii into equations of the form 
dxijdt = xiBii (where B, B are real, nonsingular, 
antisymmetric, constant n X n matrices). As is 
shown in Appendix B, an arbitrary orthogonal 
transformation 

(53) 

(uD = 1, Ui~ = Uii ' oUiijoxk = 0) can be considered 
as the most general transformation having this 
desired property. Upon inserting Eq. (53) into Eq. 
(52), we obtain the relation J = UJD. Therefore U is 
restricted by the following two conditions: 

[U,J] = 0, Du = 1. (54) 

The vanishing of the commutator implies, as we have 
seen, that U can be written in block form as 

(55) 

where UR, UI are arbitrary real (nj2)-dimensional 
matrices. The condition that U is an orthogonal 
matrix requires that 

URUR + UIUI = 1, UIUR = URU I , 

(56) 

The transformation in Eq. (53), satisfying Eqs. 
(55) and (56), is canonical in both Hamiltonian 
mechanics and oscillator mechanics (here a "canon
ical transformation" for any mechanics is taken to 
mean a transformation which takes any problem of 
the mechanics into another problem of the me
chanics). To see that the transformation is canonical 
for in-common mechanics also, it is convenient to 
introduce the n(2 X nj2 complex matrix 0 == UR + 
WI. Using Eq. (56), we find that 

0+0 = (DR - iDI)(UR + WI) = 1, 

so that 0 is a unitary matrix. Writing zi == Xi + 
iXn/2+i (j= 1,'" ,nI2), Eq. (53) becomes 

n/2 
-j '" - k 
Z = "" UjkZ • 

i=1 

(57) 
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As is well known, the equations of motion (49) do not 
change their form under the unitary transformation 
(57), so Eq. (53) is also a canonical transformation 
for in-common mechanics. 

APPENDIX A 

In Sec. IV, it was shown that for the oscillator 
mechanics, three functions of any invariance generator 
vector g must be either constants or constants of the 
motion. In the notation introduced there, these three 
functions are 

nf2 

g • X = ~ (h"'* + h"')(g", • x), (2Ia) 
",=0 

nl2 * 
g. b = I iw,ih'" - h"')(g,,' x), (21b) 

",=0 

nl2 

g. g = 2 ~ Ih"'12 (g", • x). (2Ic) 
",=0 

In this appendix, we will prove that at least one of 
expressions (2la-c) must be a constant of the motion. 

In order to show that h'" cannot be chosen to make 
Eqs. (21 a-c) all constants, we will suppose that 
g • x = Cl , g • b = C2 , g. g = Ca (cl , C2' C3 are finite 
constants) and obtain a contradiction. First we 
observe that g • g > 0 because it is the sum of positive 
terms (remember that g",' x = Ie",' xI 2

), which can 
only vanish identically if all h'" = 0 (i.e., if g == 0, 
which is unadmissable). We will see that C3 = 0 is 
nevertheless a necessary consequence of assuming that 
Eqs. (21) are all constants, and thus we will obtain the 
contradiction. 

Let us choose x so that, for one particular (3, 
g(J • x = E (E is any small positive number), while for 
oc ~ (3, the g",' x are arbitrary. We can see that as 
E -+ 0, WI2 cannot become infinite more rapidly than 
liE, or else C3 would be infinite. This means that 
both (hP' + hP)(gp • x) and (hP' - hP)(gp • x) must 
vanish as E -+ 0, at least as fast as (E)!. Furthermore, 
unless Jhlil2 goes to infinity exactly as liE, Jhlil2(gp • x) 

• will also vanish as E -+ O. Let us now let E = 0, which 
removes a single term from each of the sums (2Ia), 
(2Ib), while the term IhPI2gp • x will only not vanish 
from the sum (2Ic) if Jhlil2 oc l/E as E -+ O. 

Continuing in this fashion, we may further restrict 
x so that for some particular y, gy • x = E' (E' is any 
small positive number) and gp' x = 0, while for 
oc ~ (3, y, the g",' x are still arbitrary. Once more we 
may conclude that when E' = 0, (hY* + hY)(gy • x) 
and iWy(hY' - hY)(gy • x) must vanish from the sums 
(2Ia), (2Ib), while WI2 (gy. x) will only not vanish if 
IhYl2 oc liE' as E' -+ O. 

Repeating this argument nl2 - I times, we even-

tually end up with only one term in each of the sums 
(2Ia), (2Ib): 

Cl = (h"" + h"')z, 

C2 = iw",(hl1.* - h"')z, 

C3 = 2 lii"'1 2z 

+ (terms which are positive or zero). 

(Ala) 

(Alb) 

(Alc) 

Here we have set g", • x = z (where oc is the remaining 
nl2th index) and h"'(z) is the value of h'" when all of its 
arguments except z vanish or become infinite. [The 
arguments of h'" are the <1>"'P's, all of which (except 
<1>"',-" = g", • x == z) vanish or become infinite as the 
various E'S are consecutively set equal to zero.] 

Finally, repeating the argument for the index IX, 

we see that when z = 0 the last terms in the sums 
(Ala), (Alb) vanish, so we conclude that Cl = C2 = O. 
But this means that the right-hand sides of equations 
(Ala), (AI b) vanish, even when z ,p 0, and this in turn 
implies that h"'(z) must vanish for all values of z. 
Therefore h"(z) = 0 for all z, including z = 0 [since 
h"'(z) is a continuous function of zJ. 

This last result is what we have striven to obtain. 
Since each h'" is a finite-valued continuous function 
of its arguments, no matter how x approaches zero, 
the limit of h'" when x -+ 0 is the same as the limit of 
h"'(z) as z -+ 0, i.e., h" -+ 0 for all Ct.. But, according to 
Eq. (2Ic), this means that C3 = 0, and we have our 
contradiction. 

APPENDIX B 

We wish to prove that, as stated in Sec. VIII, the 
most general transformation Xi = Xi(X) which takes 
any problem of oscillator mechanics into another 
problem in oscillator mechanics (i.e., a "canonical" 
transformation for oscillator mechanics) can be 
considered to be an orthogonal transformation 
Xi = UijXj (aU = I, u* = u, aU/oxi = 0). 

Before the coordinate transformation is performed, 
the equations of motion are dxildt = xrB~:) (the 
superscript ). is present to label the different anti
symmetric nonsingular matrices B). After the canon
ical coordinate transformation, the equations of 
motion must have the form dxildt = xrE~~), where 
E().) must also be antisymmetric and nonsingular. 
It is easy to see that xr Bri transforms like a contra
variant vector under any coordinate transformation, 
so that B(A) and EW are related in this way: 

-sEW _ rB(.O oxj 

x sj - X ri ' • 
ax' 

(Bl) 

Now we observe that because Eq. (Bl) holds for all 
nonsingular antisymmetric matrices BU.), it must hold 
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for singular antisymmetric matrices as well. This is 
because any singular antisymmetric matrix B(;.') can 
be written as linear sum· of selected nonsingular 
antisymmetric matrices: BU,') = LA B().). By summing 
Eq. (BI) over this selected set of matrices, we see that 
Eq. (BI) must hold for any antisymmetric matrix 
(jj().') may also turn out to be a singular matrix). 

A special set of singular matrices B(llv ) may be 
chosen, whose matrix elements are 

B)';V) = 0lliOv} - 0ViOIl} ft, V = 1, ... ,n, ft =;t. v. 

(B2) 
Upon inserting Eq. (B2) into Eq. (BI), we obtain 

( 
Il 0 v 0 ) -j -sB-(llv) 

X - - x - x = x sj , ax· axil (B3) 

where jj(ll v) is some antisymmetric matrix corre
sponding to B(llv). 

Equation (B3) states that the n functions ii(X) are 
basis functions for the n-dimensional real representa
tion of the n-dimensional rotation group,s and the 
matrices jjllv are matrix generators for this representa
tion. The matrices given in Eq. (B2) are also matrix 
generators for this same representation, and both 
B(IlV) and B(llv ) generate representations whose 
matrices are real orthogonal. It follows that these 
representations are related by a real orthogonal 
transformation: 

B(IlV
) = VB(ll v )U, (VU = 1). (B4) 

Now that the matrix U has been introduced, we 
may use it to define a new set of variables x' which 
will temporarily prove useful in helping us solve 
Eqs. (B3) for i: 

(BS) 

Upon inserting Eq. (BS) into Eq. (B3) [and using 
Eqs. (B4), (B2)], we arrive at 

(
Xll ~ - XV ~)x'i = x'"(VB(llv)U) . oxv OXIL S> 

= x'1l0Vi - X'V Olli . (B6) 

Equations (B6) constitute a set of partial differential 
equations for the functions x'i, which we will now 
proceed to solve. If neither ft nor v equals), then the 
right-hand side of Eq. (B6) will vanish. Of the equa
tions 

• F. Murnaghan, The Unitary and Rotation Groups (Spartan 
Books, Washington D.C., 1962); M. Hammermesh, Group Theory 
(Addison-Wesley Publishing Company, Inc., London, 1961). 

we may select n - 2 equations for which fl is fixed at 
some value, and v takes on the values from I to n, 
excluding) and fl. Any other equation of the set (B7) 
can be written as a linear sum (with coefficients which 
are functions of x) of these n - 2 equations. These 
n - 2 equations form a complete set9 and we therefore 
conclude from the theory of sets of first-order partial 
differential equations that their most general solution 
is an arbitrary function of any two independent 
solutions. Two such solutions are x'} = xi and 
X'i = L~=l Xi2 === X2, so the most general solution of 
Eqs. (B7) is 

(BS) 

where the p are any arbitrary functions. 
Returning to the set of Eqs. (B6), we now set 

ft=j: 

( .0 0) .. 2 2 
x' ox. - XV ox j j'(x', x ) = _jV(x·, x ), l' =;t. j. 

(B9) 

When we perform the differentiation, Eq. (B9) 
becomes 

(BIO) 

where fi is the derivative of p with respect to its first 
argument. Equation (BlO) can only be satisfied if f~ 
is independent of Xi since f on the right-hand side 
cannot be written as a function of Xi. Upon writing 
fi === f(x2), we see that the solution of Eq. (BlO) 
[and therefore Eqs. (B6)] is 

(BII) 

Therefore the most general canonical transformation 
for oscillator mechanics is [from Eqs. (BS), (BII)] 

(BI2) 

Under the transformation (BI2), the equations of 
motion dxi/dt = x'Bri become dii/dt = i'(UBV)ri 
[using df(x2)/dt = 2(df/dx2)(dxi/dt)xi = 2(df/dx2) X 

x' Brixi = 0], a result which is independent of which 
f(x 2) function is chosen. If we are only interested in 
transformations which produce different equations of 
motion, we may, without loss of generality in this 
respect, set f(x 2) = 1. Thus we have shown that the 
most general canonical transformation in oscillator 
mechanics can be considered to be an orthogonal 
transformation is = Us,x'. 

9 G. Duff, Portia! Differential Equation (The University of Toronto 
Press, Toronto, 1956). 
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The symmetric representation of three bodies is extended to the case of motion in space. It is found 
that the generalized angular-momentum eigenfunctions are linear combinations of products of elements 
of the "kinematic-rotation" group with elements ofthe spatial-rotation group. Recurrence relations among 
the expansion coefficients are derived; values are tabulated for). :s; 4. Finally, coupling coefficients for 
the eigenfunctions are derived. 

I. INTRODUCTION 

The problem of the symmetric or "democratic" 
representation of the quantum mechanics of three 
bodies has been the subject of rather intensive in
vestigation for the past several years.l- 5 The various 
approaches have used group-theoretical methods,2.3 
as well as more direct ones, wherein the eigenvalue 
differential equation for the generalized angular 
momentum (GAM) is solved.4.5 In each case, the 
solution is expressed as a linear combination of 
products of elements of the rotation group (expressed 
as functions of a set of Euler angles that specify the 
orientation of the plane of the particles) with func
tions of a pair of "kinematic" angles 0 and tD. In 
the papers published thus far these functions appear 
to be complicated quantities, with no obvious prop
erties that may be invoked in order to simplify the 
mathematical manipulations. Actually, they were 
shown in an earlier paperl to transform like elements 
of the rotation gioup- StJ(2) under so-called "kine
matic rotations," and this important property is 
exploited in the present one. Hence one would expect 
the GAM wavefunction to be given by linear combi
nations of products of the group elements corre
sponding to spatial rotations and to kinematic 
rotations; we show that this is indeed the case. 

Before doing so, however, it is very worthwhile to 
review briefly the kinematic 'coordinates presented in 
Paper I. As in most treatments of the mechanics of 
three bodies, their relative positions are described by 
two vectors, one ;1 (suitably normalized), which joins 
particles I and 2, the other ;2 (also suitably normal
ized) which extends from the center of mass of the 

• This work was supported by Stanford Research Institute as part 
of its program of internal research and development. 

t Present address: Ames Research Center (National Aeronautics 
and Space Administration), Moffett Field, California. 

1 F. T. Smith, J. Math. Phys. 3, 735 (1962), referred to as Paper I. 
• A: J. Dragt, J. Math. Phys. 6, 533 (1965), 
3 E. Chacon and M. Moshinsky, Rev. Mex. Fis. 14, 119 (1965). 
• W. Zickendraht, Ann. Phys. (N.Y.) 35, 18 (1965). 
• V. V. Pustovalov and Yu. A. Simonov, Zh. Eksp. Teor. Fiz. 51, 

345 (1966) [SOy. Phys.-JETP 24, 230 (1967)]. 

(1, 2) pair to particle 3. The reader is referred to 
Paper I for specific formulas in terms of masses and 
position vectors in an arbitrary coordinate system. 
In terms of the kinematic angles, we can write (in 
the principal axis system) 

l~ = p cos 0 cos tD, 

l~ = - p sin 0 sin tD, 
li = p cos 0 sin tD, 

l~ = p sin 0 cos tD, 

(1) 

which are, in fact, definitions of p, 0, and tD. These 
definitions were not presented explicitly in the earlier 
paper, but they are easily derived from the expressions 
for the area of the figures enclosed by the three 
bodies, the moments and products of inertia of the 
figure, etc. For example, the area is 

2 

A - 1(l:l/:2 /:1/:2) - E- . 20 
- "2 '>1'>2 - "2"1 - sin , 

4 
and the product of inertia is 

(2) 

(3) 

Equation (3) proves that the coordinate axes specified 
are indeed the principal axes of the figure. We shall 
call this the body-fixed system. In Paper I the system 
was generalized by permitting rotations about an 
axis perpendicular to the plane of the particles. The 
GAM eigenfunctions of the system were found to be 
elements of the rotation group 

"P = D~72'-<1/2(2Y, ~ - 20, -2tD) , (4) 

where y specifies the spatial rotation, A is the GAM 
quantum number, m is the angular-momentum 
quantum number, and (] is another quantum number 
which specifies the configuration of the particles. In 
the present paper, we further generalize this formula 
to include rotations in space. 

1103 
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II. MODIFIED COORDINATE SYSTEM 

To permit the use of the algebra of irreducible 
tensors, it is necessary to transform from the Cartesian 
system of Eq. (1) to the more convenient spherical 
representation on the unit sphere (p = 1). We will 
also perform a "kinematic rotation" by replacing 
o by 0 - (7T/4); 

l~1 = -(lfv12)(~i + i~i), ~=-1 = (lfv12)(~i - i~~), 
l!1 = -(1/y'2)(~i + i~~), ~:1 = (1/y'2)ai - i~i); 

(5) 
and 

l!i = -(~~1 + i~!1) = ei<l> cos 0, 

l=i = -(~=-1 + i~:1) = _ei<l> sin 0, 

l:;:i = (~~1 - i~!1) = _e-i<l> sin 0, 

l=i = (~=-1 - i~:1) = e-i<l> cos 0. 

This can be written in the general form 

(6) 

Eu - ( 1)(hu/2)(!-K/2):O! (2<]) 20 0) (7) ". K - - u/2.K/2 , , , 

where:O is used hereafter for elements of the kinematic 
rotation group and D represents spatial rotations. 
Since the ;<T are spatial (but not kinematic!) vectors, 
it is a simple matter to rotate them to any orientation 
specified by the Euler angles cp, e, and y; 

~':n = ! D!"K(CP, e, y) g'K 
K=±1 

= ! (_1)(!+<T/2)(!-K/2) D!"K( cp, e, y) 
K=±1 

X :O!/2.K/2(2<]), 20, 0). (8a) 

Note that the angle of rotation y in the plane of the 
particles is contained in D1 rather than in :o~. There 
is nothing unique about this; we could just as well 
have written 

~':n = ! ( _1)(!+U/2)(!-K/2l D~K( cp, e, 0) 
K 

1 

X :O';/2,K/2(2<]), 20, 2y), (8b) 

or we could have put part of y in D1 and part in :o!. 
This separation being immaterial, we shall hereafter 
omit the arguments of the spatial- and kinematic
rotation matrices to simplify the notation. 

Previously we mentioned that the ~':n do not trans
form like vectors under kinematic rotations. This is 
obvious from Eq. (7), which suggests that they may 
be proportional to the components of a (single
valued) spinor; the single valuedness is a consequence 
of the appearance of 2<]) and 20 as the arguments of 
:o!. The spinor elements are ~!i, ~:t:i, - ~:;:i, and ~=i. 
It is evident that suitable bilinear combinations of 
the spinor elements will transform as vectors under 
kinematic rotations and as scalars under spatial 

rotations. Examples of these are 

:o~o = cos 20 = (~!iCi - ~=i~:;:i), (9) 

which is equal to four times the area of the triangle 
enclosed by the particle, and the spatial invariants 

;+1.;+1 = (l/y'2mio, 
;-1. ;-1 = -(I/y'2):O=-1O' (10) 

The apparent simplicity of the foregoing analysis 
of the; in terms of elements of the kinematic-rotation 
group is somewhat deceptive. The interval of 0 on 
which the "PMi are orthogonal differs from that on 
which the :O;)~,K/2(2<]), 20, 0) are orthogonal. As we 
shall see later, this introduces some complications 
because the usual orthogonality relations for elements 
of SU(2) do not apply. The density function for 
invariant integration is 

sin 40 sin e; 
the ranges of integration are 

Os cp S 27T, 

Os e S 27T, 

Os Y < 27T, 

Os 0 S 7T/4, 

Os <]) S 27T. 

We are now almost to the point where the wave
functions of the system can be derived. In fact, the 
~':n are the wavefunctions corresponding to A = 1 
and j (orbital angular momentum-OAM) = 1 (see 
Table II of Ref. 2). Before proceeding in this direction, 
however, we digress slightly by reviewing the proper
ties of the various irreducible tensors that can be 
constructed from the GAM operator. 

III. TENSOR OPERATORS 

In paper I the GAM tensor A was defined (in 
atomic units) as 

Aii = _i(~i ~ - e~). (11) kl ko~t ro~~ 

Like any tensor of rank two, symmetric and anti
symmetric parts can be extracted from A; 

~ii = At; - A;; (symmetric), 

Lii = MJ + A;; (antisymmetric), 

Yij = Ai; - A;l (symmetric), 

Aij = Ai; + A;; (anti symmetric), 

(12) 

of which Lij == Lk (ijk cyclic) is the kth component 
of the orbital angular momentum. A more useful 
representation for these tensors can be obtained by 
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transforming to the spherical (irreducible tensor2
) 

representation: 

~!1 = =F(1/)2)(~13 ± i~23)' 

~~ = (1/)6)(3~33 - 2~0), 

~o = t(~ll + ~22 + ~33)' 
L±l = ±(1/)2)(L1 ± iL2), 

3:;'1 = =F(1/)2)(Ym ± iAm), 

Y±l = =F(l/)2)(Y1 ± iY2), 

Ao = Ao· 

(13) 

From these irreducible operators it is possible to 
construct the Lie algebras which underlie the groups 
SU(3) and SU(4). The study of SU(3) has been par
ticularly popular in recent years because of its applica
tions in elementary-particle theory. Biedenharn and 
Baird6 have published quite exhaustive investigations 
of the properties of the general unitary unimodular 
group SU(n) in which they showed how to construct 
all of the invariants. According to their results, the 
three-body problem can, in principle, be treated 
entirely within SU(3), although the invariants are 
not particularly useful. The invariant Casimir opera
tors are the GAM, 1\.2, and the operator 

~d = L· E· L, (14) 

which can be shown to be the determinant of the E 
tensor; the remainder of the mutually commuting 
set consists of the zeroth component of OAM, L o, 
and the zeroth component of E, ~~, and another bi
linear operator constructed from ~!2 and L o, 

M2 = L~ + t(~~~~2 + ~':2~~)' (15) 

Unfortunately, M2 is not a very useful constant of the 
motion in the three-body problem. Rather, it is to 
be preferred that the OAM operator £2 be used 
because it has real physical significance in the problem. 
However, if M2 is replaced by £2, the zeroth com-

e L. C. Biedenharn, J. Math. Phys. 4, 436 (1963); G. E. Baird and 
L. C. Biedenharn, J. Math. Phys. 4, 1449 (1963); 5. 1723, 1730 
(1964). 

ponent of E is no longer a member of the mutually 
computing set and we immediately step outside the 
true representations of SU(3) when we use it. In order 
completely to describe the 3-body motion it is neces
sary to find another mutually commuting dynamical 
variable. If we return to the set of operators [which, 
by the way, include linear combinations of all the 
generators of SU(4)], we immediately find that ~o 
fills our requirement. It lies outside SU(3), however, 
and so it is necessary to go into SU(4) to obtain a 
satisfactory treatment. The importance of SU(4) to the 
system which includes ~o is evident from the identity 

(16) 

in which the 3~ play the role of ladder operators 
which raise or lower the eigenvalue of ~o. The E~ 
are the additional generators required to extend the 
group from SU(3) to SU(4). Of course, it must be 
realized that, by demanding that £2 be one of the com
muting operators, the three-body eigenfunctions are 
not representations of SU(4). They correspond to a 
projection of the representation into a subspace in 
which OAM is conserved. The general SU(4) repre
sentation contains a mixture of the SU(2) representa
tions which correspond to kinematic and spatial 
rotations. Further investigations of the properties of 
true SU(4) representations and their relations to the 
two SU(2) groups mentioned above will be the topic 
of a future paper. 

The eigenvalues of the operators A 2 , ~o, £2, and 
Lo are well known2 and are only summarized here: 

N1p = .1.(.1. + 4)1p; (.I. integer), 

~01p = (11p; .I. ~ (1; «(1 = 0, ±2, ±4, ... ) 

or «(1 = ±l, ±3, ±5, ... ), (17) 

£21p = 1(1 + 1)1p; .I. ~ I (I integer), 

Lo1p = m1p; I ~ Iml. 

The eigenvalues of ~d' called w hereafter, are not 
so well known. In fact, the eigenfunctions obtained 
later will not be explicitly labeled according to w, 
although we devise a procedure for computing it. The 
important point to bear in mind is that the eigen
functions are sometimes degenerate with respect to 
the dynamical variables A2, £2, L o, and ~o. ~d simply 
breaks this degeneracy; any method which affects the 
breaking of the degeneracy is satisfactory for our 
purposes. The approach developed in Sec. IV yields 
multiple solutions which correspond to linear combi
nations of the w. Thus, the eigenfunctions of A2 
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obtained in this paper are not strictly eigenfunctions 
of ~d' They are only linear combinations of the 
latter, but this is immaterial to our development. 

Before going on to construct the GAM eigenfunc
tions, it is instructive to look further at the algebraic 
form of some of the generators of SU(4) in terms of 
generators of the two SU(2) groups: 

2 ..}2 [ 1 ( 2 "Ii" 2 1 2 ) ~m = ~~o -~oo D m2""+l - D m- 2J(,-1 + ..}3 DmoJ(,o 

+ J2 (~~ID!IL+l - ~LD!_IL_l) 

+ (D!_IL+l + D!+lL1)} (18) 

-+1 1 [ r2 m 1 Dl L .!::om = -1 -V .uoo mO +1 
~OO 

+ ~~O(D~-IL+l - D~IL_l) 

- DLD~_IL_l + D~ID~IL+l]' (19) 

where 

J(,±1 = ---= - - ± I csc 20 - - cos 20 - , 2 [ a. (a a)~ 
2..}2 a0 a0 ay 

i a 
J(, ----

0- 2 a<I>' 

(20) 

L 1 = --= - - ± I CSC 20 - - cos 20 -1 [ a. (a a)~ 
± 2..}2 a0 ay a<I> 

(21) 

are, respectively, the ladder operators with respect 
to k and a for the SU(2) rotation group elements 
~;i~,k/2; L±l are the usual generators of D~k (ladder 
operators in the "body-fixed" coordinate system). 
The generators (23) and (24) could be employed to 
construct the eigenfunctions, although we shall 
employ a different route for this purpose, 

We conclude this section by writing down an ex
pression for the Casimir operator A 2 in terms of the 
angle variables. It is quite similar in form to that 
given by Zickendraht4 with the difference that we 
exploit the appearance of the appropriate SU(2) 
generators and group elements: 

A 2 = - t(J(,+lJ(,_l + J(,-IJ(,+I) + J(,~ 

where Lo == -i (ajay). The forms of Eqs. (19), (20), 
and (22) immediately suggest the ansatz 

;. 
'" '" ;"aiCJ)m;" Di 

"P;. = "'" "'" IXk .ua/2,k/2 mk (23) 
;"=a k 

as a trial solution. It is apparent that the parity of 
j + A can be either odd or even and the two never mix 
within the same eigenfunction. It should be noted that 
we do not demand a single representation for the 
kinematic-rotation group elements. Such a condition 
would be much too stringent: "PAa;nOJ would, in general, 
be an eigenfunction of A 2 for motion in a plane, but 
not for motion in three dimensions. 

This is an important and useful representation 
because it permits the use of the well-understood 
properties of the unitary unimodular group SU(2). In 
practical calculations, the IX'S can be carried as 
algebraic quantities and evaluated only in the final 
result. The properties of this expansion are much 
more transparent than those obtained heretofore.2- s 

IV. THE GAM EIGENFUNCTIONS 

One can employ the forms of "P!,a,l.m ==' e~ given 
in Eq. (8a) to build up the eigenfunctions for larger 
values of A, a, and j by writing irreducible tensor 
products, This would be quite a simple matter if the 
; transformed as spinors under kinematic rotations; 
unfortunately, they do not because of the appearance 
of the factor (_I)(Ha)(I-K)/4 in each term. It will be 
apparent in the following that it is this factor which 
leads to the summation over A' in Eq. (23) as well as to 
certain restrictions on the OAM j. The simplest case to 
treat is the one where a = A. Then we start with 

/:1 = '" (_I)(I-K)/2 ~t Dl 
~m "'" J~~2 mk' (8c) 

K=+l 

It is very simple now to construct "P2,2,im by com
pounding two of the e!,.: 

"P22;m = L (1, m'l, m - m' Illjm)e!,.,e!,._m' 
m' 

= L (1, K - K', lK' IlljK) 
KK' 

x (~, (K - K')j2, t, KI21 t, t, 1, K/2) 

x (-l)(l-K)/2~~K/2 D!",k, (24) 

where we have used the Clebsch-Gordan series7 to 
compound the rotational matrix elements. By direct 

7 A. R. Edmonds, Angular Momentum in Quantum Mechanics 
(Princeton University Press, Princeton, N.J., 1957); the phases of 
all C1ebsch-Gordan (vector-coupling) coefficients are as given in 
this work. 
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comparison with Eq. (23), it is obvious that 

OC~,i = L (1, K - K', 1, K' IlljK) 
K' 

x (1, (K - K')j2,~, K'j21 !, !, lKj2) 

x (-V-K /
2

. (25) 

Since the ~ can be coupled in only one way, ~d has 
only one eigenvalue. One can then go on to construct 
'/fJ..Aim for larger values of A by use of the following 
recurrence relation, which is easily derived: 

OC~iW = L(_1)(1-K')/2(j', K - K', 1, K' 1j'ljK) 
K' 

x (A - !, (K - K')j2,!, K'j21 A - !,!, Aj2, Kj2) 

X )'-l,)'-l,;'w (26) oc K- K ' . 

It can be shown that there is only one coupling 
scheme for '/fJ..Aimw so that ~d has a single eigenvalue 
for all cases where a = A. Thus we can omit wand 
write '/f J..Ai m • 

The general case where a < A is more difficult to 
construct. As a particularly simple case of a < A, let 
us construct '/f for j = 'A, starting with A = 2, a = 0, 
and m = 2: 

'/f2022 

= L (1,2 - m', 1, m' 11122)~~, ~2!m = ~~~11 
m' 

= ~ L L (i, (K - K')j2,!, K'j21!,!, Aj2, Kj2) ,J2 KK' ).=0,2 

X (1, K - K', 1, K' 1112K) 

X ( 1)(1-K')/2 m.)J2 D2 
- .vOK/2 2K 

r 1 2 /- 2 171 2 = (ljy 2)[~01 D22 - (ljy 3)D20 - :.00- 1 D 2_ 2]. (27) 

Eigenfunctions8 corresponding to m = 0, -2 are ob
tained by use of the appropriate ladder operators 
which leads merely to replacement of D:K by D;'k' 
One can now proceed to construct any '/fAuim (j = A) 
by compounding the; in a similar manner: 

'" = (t+1)().+u)/2 (t-1)(),-u) /2 r).u)..I. ~+1 ~-1 

(28) 

where 
). 

oc~7,H1(A + 1) = L L OC~~K~"\A)oc}(',1(I) 
.I."=u-u' k'=±l 

x (A"j2, (a - a')j2,!, a'j21 A"j2,!, A'j2, aj2) 

X {A"j2, (K - K')j2,!, K'j21 A"j2, !, A'j2, Kj2) 

x (A,K - K', I,K I A, I,A + 1,K) (29) 
---

8 This is identical to Dragt's Eq. (6.79) if the explicit values of 
~Ao±l are substituted into our Eq. (27). 

is the recurrence relation for the oc's and the quantum 
number w has been omitted because '/fAuU can be 
constructed in only one way. The index of oc appearing 
in parenthesis is necessary to show the value of the 
GAM quantum number A to which the oc belongs; 
when a = A, there is no ambiguity and we omit the 
parenthetical index. 

If we try to construct '/fuii for the case in which 
j + K (or j + A) is odd, we find that it vanishes. This 
can be shown by constructing '/f2211 by the method 
outlined above. The vanishing of the GAM eigen
functions for larger values of a ± A with A + j odd 
can be proved by induction. 

Eigenfunctions corresponding to A > a, A > j for 
A + j either even or odd can be constructed in a similar 
manner. However, they are, in general, nonorthogonal 
and the Schmidt orthogonalization procedure must be 
resorted to. The general procedure is to begin by 
building up a wavefunction which is orthogonal to 
those of lower quantum numbers insofar as the 
orbital angular momentum is concerned: 

rp = L(j1' m,j2' -m Ij1,j2,j, 0) 
m 

which is really a linear combination of the orthogonal 
functions 

where the w's refer as usual to distinguishable solu
tions for given (Aajm). Hence, we can write 
X.I.,+).2,U,+U2,i,O,w 

= L(j1' m,j2 - m !i1j2jO)'/f.l.,Ulhmw,'/f.l.'U2i2-mw2 
m 

where the X's are not yet orthogonal with respect to w. 
However, they are expandable in the form given in 
Eq. (28) and the corresponding coefficients y~UiW(A) 
are related to the oc's of lower order by the recurrence 
relation 

y~uiW(A) 

= L L L (j1' K - K',j2' K'!i1j2jK) 
.I.,'=lul .l.2=lu-u,1 K'=±l 

x (A~, K - K' , A~, K' I A~ A~ ~ K2) 
22222222 

x Gf, ~1 , ~~ , a ~ all ~f ~~ ~ ~) 
X ).1'U,hW(,) .l.2 ,U-U1o i2W2(') 

oc K-K' ILl ocK' IL2 

.1.-2 

- L L tV'luliw,W2 oc~UiW'(A"), 
w' )."=Iul 

(32) 
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where 

x UlK - K'j2K' ! jljzjK) 

x (A; K - K' Af K' I AP~ A' K) 
2 2 222222 

(33) 

if A ~ j, and zero otherwise; also Al + A2 = A and 
K(K') runs from -j to j( -j2 to j2) if A + j(A2 + j2) 
are even, from -j + 1 toj - 1 (-j2 + 1 tOj2 - 1) 
if A + j(A2 + j2) are odd. The symbol [A', Alii; a, K], 
which represents the "overlap" of the i>;itK/2' is 
defined as 

[ 
" , III • K] - (m).' /2 m;.'" /2 ) 

/I, ,/I, ,a, = .JJa/2,K/2' .JJa/2,K/2 

when the domain of integration and the densi~y 

function are as given in Sec. II. 
The possibility of employing different combinations 

of Al and A2 gives rise to the existence of multiple 
solutions in certain cases. The number of possible 
solutions for various combinations of A, a, and j has 
been obtained by Zickendraht3 and is listed in 
Appendix A for easy reference. Note the difference 
between our A and a and Zickendraht's A and fl. A 
systematic procedure for finding the multiple solu
tions has not yet been developed. Our approach is 
based partially on the realization that the sequence in 
which the ~~ are coupled in building up the wave
functions determines the eigenvalue w. 

It now remains to orthogonalize the X).a;m with 
respect to w by means of the Schmidt procedure. 
First, we select one of the X's as an eigenfunction 
corresponding to the first solution of the set; that is, 

or 

(34) 

Then we compute 1pMimro. such that it is orthogonal to 

1p).aimro1 with respect to w: 

The process is repeated until all unique solutions 
corresponding to given (Aaj) have been obtained 
after which they are normalized (see Appendix A 
for an exhaustive listing of the number of unique 
solutions for each case). The O('s for the ith solution 
are then 

(36) 

The method of building-up followed by orthogonali
zation with respect to A and w was employed to 
construct the eigenfunctions listed in Appendix B. 

An alternative approach is to construct the 
1p).,±).,i,m by the building-up process discussed pre
viously. The ladder operators, given by Eq. (19) or, 
equivalently, by 

E~ = 2( _1)(1+/L)/2 .2 ( _1)m' 
m' 

x (1, m', 1, m - m'!l11m)_a_, (37) 
a~-;;i-m' 

are used to raise or lower, as desired, the quantum 
number a. Since ::: does not commute with V, a 
linear combination of states of OAM I - 1 and I + 1 
result from the operation of E~ on the eigenfunction; 
the one corresponding to the desired eigenvalue of 
V is then selected. The process of building-up 
followed by orthogonalization appears to be the 
simpler of the two approaches and has thus been 
employed to compute the eigenfunctions listed in 
Appendix B. 

There is yet another way to attack the problem, and 
this has its origin in Eq. (22) for A2 and the ansatz 
(23). This is very similar in spirit to Zickendraht's 
approach, but is distinguished from it by leading to a 
recurrence relation among the expansion coefficients 
for general (Aajw). After some straightforward but 
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tedious algebraic manipulation, one obtains the 
result: 

~ ± 1l(~'a;"'(A) [(A - A')(A + A' + 2) + 2A] 
3 ).'=a 

+ t Il(ra;W(A) [(A - A")(A + A" + 2) + 2A] 

), 

+ 2 I 1l(~'a;w(A) )t A'(A' + 2) 
).'=<1 

~(A' k - 2 I A' A' k) x ~2'-2-,1,1 2,1'2'2 

x -, -- , 2, 1 -, 2, - , -(
A' k - 2 \ A' A" k) 
2 2 2 2 2 

_ (A' k + 2 1 -1 I ~ 1 ~ ~) 
2' 2" 2"2'2 

x -, -- , 2, 1 -, 2, - , -(
A' k + 2 I A' A" k)~ 
2 2 2 2 2 

x (~ ~ 2 0 I ~ 2 A" ~) - 21l(J."a;"'(A) 
2'2" 2"2'2 k 

x [j(j + 1) - k2
] + 2)2j(j + 1) ~ [1l(~~r(A) 

).' 

x (j, k, 1, -1 U' 1, j, k - 1) 

x (j, k - 1,1, -1 U' l,j, k - 2) 

X -, -- , 1, 1 -, 1, - , - - 1l(k+2 (A.) (
A' k - 2 I A' A" k) ),'<1;W • 

2 2 2 2 2 

x (j, k, 1, Ilj, 1,j, k + 1) 

x (j, k + 1,1,1 jj, 1,j, k + 2) 

x - -- 1 -1 - 1 - -
(

A' k + 2 \ A' A" k)~ 
2' 2" 2"2'2 

(38) 

which can, in principle, be employed to compute all 
the expansion coefficients for any set of quantum 
numbers. Although it would be extremely tedious in 

practice, it can be used to verify that the eigen
functions obtained by taking tensor products do 
satisfy the eigenvalue equation A 2?p = A(A + 4)?p. 
This was done for a number of the lower-order 
eigenfunctions listed in Appendix B. 

We conclude this section by showing how to eval
uate the eigenvalues of ~d' The scalar product 
L • I; • L = ~d is first expanded as 

~d = I (-1)1' (1, v, 2, P. - v 1 121p.) L-Jl~!-v (39) 
/LV 

and allowed to operate on the function ?p'-a;w. The 
result, 

~d?p'-a;mw = I 1l(~'a;"'(A) (- )1'+ V 

k 
/LV 

x {(l,p. + v, 2, -v I 121,p.) 

x (j, m + p. + v, 1, -p. - v U1jm) 

x (j, m + v, 1, p.1 j1j, m + p. + v) 

X j(j + 1) + (1, v, 2, P. - v I 121p.) 

x (2, -v, 1, p.1212, P. - v) 

X (j, m + v, 1, -v 1 jljm) 

2 

X [j(j + I)]!} ~ D~+v,kj)~;~~k/2' (40) 
-/L 

can be simplified by substituting the following form 
of I;2 [see Eq. (18)]: 

~~Jl = I OrD~Jl,r> (41) 
r 

where Or is an appropriate operator. Then 

~ '-a;mw __ [(2j - 1)(2j + 3)j(j + l)]i 
d?P - 10 

'" ).'aiW(')Q).'j' X ~ Il(k A amk, (42) 
k)"j' 

where 

Q;~k = ~ (j, k, 2, r 1 j, 2, j, k + r) Or D~,k+r j)~}~~/2' 
r (43) 

Next we let 

2 

pi ~ ?p'-aimw = (j, m, 2, 0 I j2jm) ~ 1l(~'a;"'(A) Q~~k' 
o k)" 

(44) 
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Comparison with Eq. (42) shows that 

~ Mimw _ j(j + 1)(2j - 1)(2j + 3) _1_ 
d"P - j(j + 1) - m2 .J1O 

2 

X pi 2 "P).(1imw, (45) 
o 

which leads immediately to the eigenvalues W by 
application of the form of ~~ given by Eq. (18) to the 
eigenfunctions. Because the eigenvalues of ~d are not 
of great importance for present purposes, this program 
has not been carried out for the eigenfunctions listed 
in Appendix B. This aspect of the problem will be 
more fully developed in a future paper. 

V. ADDITION OF GAM 

It is apparent that Eq. (31) is very close to yielding 
an addition theorem for GAM. We complete the 
derivation by first rewriting Eq. (36) as 

r-l 

X).(1imw r = "P).(fimwr + 2 (X).(fimWr' "P).(fimw.), 
8=1 

r 

"P).(1imw, = 2 Rr8 "P).(fimw" 
8=1 

where 

(46) 

Rr8 = t5r• + (XMimwr , "P).(1;mw.), (5 < r), (47) 

and the "P's are assumed to be normalized. We 
now substitute the above expression for X into Eq. 
(31), multiply by both sides of the equation by 
Up m~,j2' m - m; Ijd2j,m), and sum over mI' The 
result is [using the orthogonality properties of the 
SU(2) Clebsch-Gordan coefficients] 

= 2(jl' m1 ,j2' m - m1 Ulj2jm) 
;8 

= 2(jl' m1 ,j2' m - m1 Ul,j2,j, m) 
).i8 

(48) 

where the subscript r refers to the combination WI , W2 • 

Equation (48) is not, of course, a prescription for 
computing the GAM coupling coefficients 

~W), 
Ja 

because we have not specified a method of finding 
the matrix elements Prs; Eq. (47) is only an implicit 
relationship. Equation (48) does, however, demon
strate the existence of the coupling coefficients. It also 
suggests a way of computing them. Suppose we 
expand the GAM eigenfunction on both sides as in 
Eq. (23), and then take the scalar product with the 
function "P).' (f';' m' w'. The result is 

X [A', A"; a, K), (49) 

from which all the coupling coefficients can, in prin
ciple, be computed. 

We close this section by using the coupling coeffi
cients to show the manner in which the eigenvalues W 

combine. If we let ~d operate on both sides of Eq. 
(48), we obtain 

= 2(jl' md2' m - m1 ljlj2jm) 
).jw 

(50) 

Employing the orthogonality of the coupling coeffi
cients, one further obtains 

(51) 

Additional properties of the GAM operators, 
eigenfunctions and coupling coefficients will be 
explored in future papers. 
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APPENDIX A: NUMBER OF POSSmLE 
SOLUTIONS FOR VARIOUS VALVES OF ).uj' 

The number n of possible solutions for positive and 
negative a are added together. For a = 0, the number 
of solutions must be divided by 2. 

Case 1: j odd, A odd. 

lal 
A 
,1.- 2 
,1.- 4 
,1.- 6 
,1.- 8 
,1.-10 

n 

2 
2 
4 
4 
6 
6 

nmax = j + 1 for j::;; A + 1 
2 

nmax = A - j + 2 for j;;:: A ~ 1 . 

Case 2: j even, A even. 

laj n 
;. 2 
,1.- 4 4 
,1.- 8 6 
A. - 12 8 

nmax = j + 2 for j::;; A.J2 
nmax = A - 1 + 2 for j;;:: A.J2. 

I al n 

,1.- 2 2 
,1.- 6 4 
,1.- 10 6 

nmax = j for j::;;).j2 + 1 

nmax = A - j + 2 for j ~ Al2 + 1. 

Case 3: j odd, A even. 

lal n 
,1.- 2 2 
,1.- 6 4 
;. - 10 6 

lal 
,1.-4 
,1.-8 

nmax =j + 1 for j::;; ~ 
2 

nmax = A - if + 1 for j ~ ~ 
2 

n 
2 
4 

nmax = j - 1 for j::;; ~ + 1 
2 

~ . + 1 C J ....... ~ + 1. nmax = 1\ - ] Jor ~ 
2 

Case 4: j even, A odd. 

I al 
,1.- 2 
,1.- 4 
,1.- 6 
A- S 
,1.- 10 
,1.- 12 

n 
2 
2 
4 
4 
6 
6 

• C ......... A + 1 nmax =} Jor }.:::.--
2 

nmax = A - j + 1 for j ~ A + 1 • 
2 

APPENDIX B: GAM-EIGENFUNCTION 
EXPANSION COEFFICIENTS 

Unnormalized expansion coefficients of the GAM 
eigenfunctions for A ::;; 4 are presented in the following 
listing. The quantum number OJ is suppressed unless 
the eigenfunctions are otherwise degenerate. Other
wise, only a solution number in parentheses, [i.e., (2) as 
in [ocfa;(2l(A)], rather than the value of OJ itself] is given. 
The other index (A) in parentheses is also suppressed 
since no ambiguity can result. 
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A.(Jj 

000 

111 

1-11 

222 

2-22 

220 

2-20 

202 

201 

333 

3-33 

331 

3-31 

313 

3-13 

312 

3-12 

R. C. WHITTEN AND F. T. SMITH 

IXgoo = 1 

1X~1l = 1; rt.~~1 = -1 

IX~-ll = 1; 1X:1
11 = 1 

1X~22 = 1; 1X222 = -1/~3; 1X~22 = 1 

rt.;-22 = 1; rt.g-
22 = 1 / ~ ; 1X:-2

22 = 1 

rt.~20 = 1 

rt.~20 = 1 

rt.~02 = 1; 

rt.~01 = 1 

rt.;33 = 1; 

rt.:-
33 = 1; 

N 002 _ 
""0 - 1/~3; 

1X~33 = -1/~; 

rt.i-
33 = 1/~5; 

N 202 _ 
""_2 - -1 

rt.
333 = 1/ /"S· -1 V, 

rt.~33 = 1/~5; 
rt.~31 = -1; 

rt.i-
31 = 1; 

rt.~11 = 1 

rt.r-
31 = 1 

rt.r
13 = 1; 

rt.~13 = -1/~45; rt.~~3 = -1/~45; 

a~13 = 4/,J4s; a:\3 = -4/~45 
rt.~-13 = 1/~45; rt.~113 = -1/)45; 

rt.~-13 = 4/)45; rt.:1
13 = 41J45 

rt.1
12 = 1; a~\2 = -1; rt.~12 = t; rt.~!l = t 

1X~-12 = -1; a~12 = 1; rt.~-12 = - t; rt.:r = t 

-1 

-1 

311 rt.~1l = 1; rt.~f = 1 

3-11 

444 

4-44 

442 

4-42 
440 

4-40 
424 

4-24 

423 

4-23 

rt.r-
ll = 1; a~lll = -1 

1X!44 = 1; rt.~44 = -1/~7; 1X~44 = (3/35)!; 

1X!--44 = 1; 1X~--44 = 1//7; rt.~-44 = (3/35)t; 

1X~44 = 1; rt.~44 = - t ; rt.~~4 = 1 

1X~424 = -1/~7; 1X~~4 = 1 

IX~-r = 1/~7; IX~-r = 1 

1X~--42 = 1; 1X~-44 = i; IX~-.r = 1 
1X~40 = 1 

1X~--40 = 1 

1X!24 = 1; 

1X!-24 = 1; 

1 . , 
1X~-23 = 1; 

1X~24 = -t~7; 1X~~4 = t~7; rt.~~4 = -1 

1X~24 = !-/7; rt.~24 = -!-/35; 1X~~4 = f-/7 
1X~-24 = i-/7; 1X~224 = - i)7; rt.~-r = -1 

rt.~-24 = !-/7; 1X~-24 = t-/35; 1X~224 = t~7 
1X~23 = _ 21J5; 1X~223 = 1; 1X~23 = 1; 1X~2: = -1 

1X~-23 = 2 / ~5 ; 1X'!:2
23 = 1; 1X~-23 = - 1 ; 1X~223 = 1 

422 1X~22 = 1; 222 _ 1 
1X_2 - 7 

4-22 rt.~-22 = -1; rt.~222 = 1; lXi-22 = t; 
rt.::-2

22 = t 
421 1X~21 = -1; 1X~21 = -/3 

4-21 rt.~-21 = 1; 1X~-21 = -/3 
404 IX!04 = 1; rt.~04 = -1/-/105; 1X~~4 = 1; 

IXg
04 = 4/-/105 

403 1X~03 = 1; IX~023 = -1; IX~03 = 3/-/5 

N 204 _ /3. 
""2 - Y 7' 
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Aaj 

(2) OC~02 = 1; 

400 Il(~oo = 1. 

3 OC~02 _ __ 

- - 35.../3 

OC 202 - _3_. oc~ = - 3\ 
-2 - 35.../3 ' 

OC402 = _ 892 OC 402 = 1. 
o 35.71 -2 , 

N 202 _ M • !!!!.4 r3 
""2 -35 355\/ 
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Nearest-Neighbor Spacing Distribution for an Ensemble of 
Random Matrices with a Nonrandom Bias * 

J. F. McDoNALDt AND L. D. FAVRO" 
Department of Physics, Wayne State University, Detroit, Michigan 

(Received 15 June 1967) 

The nearest-neighbor spacing distribution for the biased Gaussian distribution exp [ -I' Tr (H - HO)I] 
is calculated in the limits of large and sma))" y. The results for the small-y limit are found to approach 
those for an unbiased Gaussian distribution (Le., Ho proportional to the unit matrix). To order 1'2 the 
mth-o~der spacing distribution is expressed in terI~s ?f the mth-order spacing distribution for the unbiased 
Gaussian ensemble. The results for the large-y hmlt are found to depend strongly on Ho. That is, the 
nearest-neighbor spacing distribution reflects the structure of Ho. Thus, a biased distribution offers a 
possible description for the experimental deviations from the Wigner surmise and apparent multiple
peak structure exhibited by some nuclear-spacing data. 

1. INTRODUCTION 

There has been much success in predicting the 
statistical properties of the highly excited energy 
levels of complex systems using ensembles of random 
matrices.! In particular, the nearest-neighbor spacing 
distribution for levels with the same symmetry quan
tum numbers in many heavy nuclei is found to be 
fitted within the experimental accuracy by the so
called Wigner surmise 

p(x) = ~ x exp (-7Tx2j4), 
2 

(1) 

where x = SIS with S the spacing and S the average 
spacing.2 The calculation of the nearest-neighbor 
spacing distribution from various ensembles of 
random matrices yield numerical results which agree 
with (1) in the region of major probability (S < 3S) 
to within the experimental error.s 

It is also found, however, that there are experi
mental deviations from (1). In particular, certain 
nuclear spacing data appears to have a multiple-peak 
structure.' Also, deviations from (1) occur in cases 
where some observables are only approximately 
conserved.s We shall be concerned only with the first 

• Some of this material is based on portions of a thesis presented 
by one of the authors (J. F. M.) to Wayne State University in partial 
fulfillment of the requirements for the Ph.D. degree. 

t Present address: Department of Mathematics, University of 
Windsor, Windsor, Ontario. 

.. Supported in part by a Faculty Research Fellowship, Wayne 
State University. 

1 Most of the pertinent papers up through 1963, as well as an 
excellent introductory review of this subject, can be found in C. E. 
Porter, Statistical Theories of Spectra: Fluctuations (Academic 
Press Inc., New York, 1965). 

• E. P. Wigner, "Conference on Neutron Physics by Time of 
Flight, Gatlinburg, Tennessee, November 1956"; see Oak Ridge 
Nat\. Lab. Report ORNL-2309 (1957), p. 67. 

3 See, for example, M. L. Mehta, Nucl. Phys. 18, 395 (1960); 
M. Gaudin, Nuc\. Phys. 25, 447 (1961); H. S. Left', J. Math. Phys. 
5, 763 (1964). 

• See, for example, J. B. Garg et al., Phys. Rev. 134, B985 (1964). 
• N. Rosenzweig and C. E. Porter, Phys. Rev. 120, 1698 (1960). 

type of deviation in this paper. The second problem 
will be discussed in a second paper. 

The usual approach in the statistical theory of 
energy levels assumes that nothing is known about 
the Hamiltonian of the system under consideration 
with the possible exception of its symmetry properties. 
In what will be done here, it is assumed that more 
information is known. In particular, it is assumed that 
we are given the eigenvalues An of some Hamiltonian 
H o, where Ho is some approximation to the actual 
Hamiltonian of the system being considered and which 
reflects the underlying structure of the energy spec
trum. The lack of complete knowledge again leads to 
the use of a statistical approach exactly as before, 
with the exception that the information contained in 
Ho must be included. That is, the matrix-element 
distribution must be biased by Ho. 

The deviations of the ensemble from Ho could be 
of any magnitude in general. When the deviations are 
small, one expects to see the structure of Ho very 
strongly. On the other hand, when the deviations are 
large, one expects the structure to be washed out and 
complete randomness to return to the .ensemble. 

The general procedure which will be followed is the 
same as that for unbiased ensembles, with the excep
tion that a biased matrix-element distribution will be 
used. Since the general case seems to be intractable, 
we will consider only certain limiting cases and 
restrict our discussion primarily to the nearest
neighbor spacing distribution for a biased Gaussian 
ensemble. 

2. DISTRIBUTION 

In the following we shall consider only the orthog
onal ensemble.6 Thus we need consider only real 
symmetric matrices. This corresponds to systems 

• F. J. Dyson, J. Math. Phys. 3, 140 (1962). 
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which are time-reversal invariant and either rotation
ally invariant or have integral spin. In addition, we 
will restrict our attention to the biased analog of the 
Gaussian ensemble7 

P(H, Ho, y) dH = 1J{exp [-y Tr (H - Ho)2]) dH, 

(2) 
where 

(3) 
and 

N 

dH = II dHii II dH jk · (4) 
i~l j>k 

The ensemble given by (2) has been investigated for 
the case when Ho is proportional to the identity 
matrix and also for the general case in which Ho is 
two-dimensional. 8 

The parameter y enables us to vary the distribution 
from the completely nonrandom Ho (i.e., y large) to 
the completely random case (i.e., y small).9 It should 
be noted that this distribution is representationally 
invariant if Ho has the same transformation properties 
as H. 

A formal expression for the joint eigenvalue dis
tribution corresponding to (2) can be obtained in the 
usual manner.lO The result can be written as 

peE, y) = 1J(p; lEi - Ejl) J h(e/» de/> 

x exp [ -y t (E; + A; - 2 t A;jAiEj)]. (5) 

where Aij is the matrix which connects the representa
tions in which Hand Ho are diagonal, and h(e/» is 
proportional to the weight function for the rotation 
parameter, e/>j. Note that, unlike the unbiased distri
bution (i.e., the case in which all of the An are 
degenerate), the integration over the e/>j is in general 
not trivial. For an arbitrary y and Ho this integration 
seems to be intractable. Thus, for a general Ho we will 
resort to considering only the limiting cases of large 
and small y. 

3. DEFINITION OF THE LARGE-y LIMIT 

It is of primary concern to determine how y restricts 
the position and spacings of the levels in the ensemble 
relative to the position and spacings of the levels of 
Ho. Thus, we would like to calculate quantities such as 

(En), (En - En-I), «En - (En»)2) 

7 The ensemble given by (2) was shown to be the solution to a 
Brownian motion model for random matrices, where Ho corresponds 
to the matrix at t = 0; see F. J. Dyson, J. Math. Phys. 3,1191 (1962). 

8 N. Rosenzweig, Nuovo Cimento 38, 1047 (1965). 
• The large- and small-y limits correspond to the small- and large-t 

limits for Dyson's Brownian motion model. 
10 See, for example, C. E. Porter and N. Rosenzweig, Suomalaisen 

Tiedeakat. Toimituksia, Ser. AVI, No. 44 (1960). 

and 
([(En - En-I) - «En) - (En_1»]2), 

where it is assumed that the En are ordered in the same 
'way as their subscripts, and where the brackets ( ) 
indicate the average over the ensemble, i.e., 

(f(H) == I f(H)P(H, H o, y) dH. (6) 

over ensemble 

In general, these quantities cannot be calculated 
from Eq. (6). However, for the large-y limit we can 
calculate an expansion for them in inverse powers of 
y by expanding the particular f(H) of interest using 
perturbation theory. That is, if y is large enough, 
H - Ho can be treated as a random perturbation [of 
order l/(y)!] on Ho. The conditions on y for the 
convergence of the expansions obtained in this manner 
constitute the definition of the large-y limit. 

The convergence of such perturbation expansions, 
of course, depends strongly on the structure of Ho. 
It is found that such expansions are meaningful in 
general only if most of the spacings in the Ho spectrum 
fall into two classes. The An are degenerate [i.e., 
yeAn - An_I)2 « 1] or they are far apart [i.e., 
yeAn - An- l )2 » 1]. 

If the perturbation calculations are carried out to 
order 1 /y, three effects are noted. First, neglecting for 
now the repulsion between originally degenerate 
levels, the repulsion between levels which were 
originally far apart causes the entire spectrum to 
expand. The mean position of each degenerate level 
En is shifted out (relative to the center of the spectrum) 
from the corresponding An' If ~ is the average 
spacing of the Ho spectrum, the levels near the center 
are shifted an amount of order l/y~, while those near 
the ends of the spectrum are shifted an amount of 
order (In N)/y~. However, even though the mean 
position of levels near the ends of the spectrum are a 
large distance from the corresponding An' the distance 
between two adjacent mean positions differs from 
An - An- I only by an amount of order l/y~. 

The second effect is due to the repulsion of originally 
degenerate levels. To first order in perturbation theory 
this effect may be obtained for an m-fold degenerate 
level by considering an m-dimensional ordinary 
Gaussian ensemble with the origin shifted to the 
corresponding En. That is, the originally degenerate 
levels have an average spacing of orderll (my)-! and 
are centered on the corresponding En. Finally, as 
long as [m/(y~2)]!« 1 for all the degenerate levels, 
the probability of two levels which were originally a 
large distance apart being close together is small. 

11 See, for example, the introductory review of Ref. 1. 
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These perturbation methods, when applied to the 
eigenvectors of H, also indicate that the distribution of 
parameters corresponding to rotations in nonde
generate planes are sharply peaked.12 The peaks 
correspond to values for which the En and An axes 
in that plane are parallel or anti parallel. Thus, there 
are a series of peaks in the integrand of Eq. (5). Each 
peak corresponds to a particular association of the 
En with the An and a particular alignment of the En 
and An axes for that association. To obtain the 
ordered joint eigenvalue distribution, only one such 
peak need be considered. 

4. CALCULATION OF THE JOINT EIGENVALUE 
AND NEAREST-NEIGHBOR SPACING DISTRI

BUTION IN THE LARGE-y LIMIT 

In the large-y limit we have a set of large parameters, 
namely, yeAn - Am)2» 1, where An ¢ Am. We wish 
to obtain asymptotic expansions for the integrals 
involved in the joint eigenvalue distribution and the 
nearest-neighbor spacing distribution in terms of these 
parameters. The method we will use to obtain the 
asymptotic expansion is due to Laplace.13 

We shall calculate the particular ordered distribution 
for which En corresponds to An in the limit y -+ 00. 

From the results of the perturbation calculations of the 
previous section we see that there is a peak in the 
angular distribution of (5), which corresponds to a 
parallel alignment of the two sets of axes (i.e., Ai} = 
(Jij for Ai ¢ Aj).14 We take as our rotation parameters 
Eij , i > j, where the Eij are defined such that, to first 
order, Aii = 1 and Aij = - Aji = Eij , i > j. From 
the orthogonality conditions on the Aij it then follows 
that to second order 

Aii = 1 - 2~>~j, 
i>j 

where Bo and Co are quadratic in the Eii. 

(7) 

(8) 

(9) 

We now expand Tr (H - HO)2 in terms of the Eii 

(note that we formally expand in terms of all of the 
€ii). The Eii corresponding to rotations in degenerate 
planes are in general not small, but they are not 

12 If the perturbation becomes too large (i.e., if the condition 
y~2 »1 is violated), the peaks broaden and the approximation 
which will be developed in the next section will fail. As y~2 de
creases, the eigenvectors of H become, more and more, mixtures 
of eigenvectors of Ho corresponding to different nondegenerate A", 
and H - Ho is no longer a small perturbation. 

13 N. G. de Gruijn, Asymptotic Methods in Analysis (North
Holland Publishing Company, Amsterdam, 1961), p. 60. 

14 There are other peaks in the distribution. However, they 
correspond at most to having one or more of the corresponding 
axes antiparallel instead of parallel. All such peaks are equivalent, 
and we need consider only one. 

explicitly contained in Tr (H - Ho)2 anyway. To 
obtain a zeroth-order approximation to the integral, 
one need only retain terms up to quadratic. To second 
order in the E;i 

Tr (H - HO)2 ~ L (Ei - Ai)2 
i 

+ 2 L (Ai - Ai)(Ei - Ei)€;i. (10) 
i> j 

Next the weight function in the €;; space must be 
expanded in terms of those Eii which appear explicitly 
in (10) (i.e., Ai ¢ Aj). Since we only want the zeroth
order term in the expansion of the integral, we need 
only the zeroth-order term in the expansion of the 
volume element. Also, since the zeroth-order term 
depends only on those €ij not contained in (10) (i.e., 
Ai = Ai)' integration over these parameters will yield 
only a multiplicative constant. Thus, we need not 
explicitly determine the term. However, we must 
show that it is not identically zero. This can be done 
by evaluating the volume element at the point E;i = 0 
for all i > j using the methods of Hurwitz.15 

Finally, one can extend the limits on the €ij con
tained in (10) to plus and minus infinity,16 and carry 
out the integrations. The result of this integration is the 
ordered joint eigenvalue distribution 

peE, y),...., CL~i(Ei - Ei)tJ[.<!!!Ek - Ell] 
k>l 

x exp ( -y t (E; - Ai)2) [1 + 0(1/y6.2
)], (11) 

where C is a constant. Note that the levels correspond
ing to a particular degenerate A have not been ordered. 

To obtain the nearest-neighbor spacing distribution 
we again use Laplace's method. Thus, expanding in 
powers of E; - £;, we obtain 

peE, y),...., C IT [IEk - EzI] 
;'k~..!Z 
k>l 

x exp ( -y t (E; - Ei)2) [1 + O(y6.2
)], (12) 

where the En correspond to the values of En for which 

peE, y) / [C;.!!zIEk - Ell] 
k>l 

is a maximum. Note that E; = Ej if A; = Aj • Also, 
it follows from the perturbation calculations of the 
previous section that E; - Ei = Ai - A, + O(1/y6.) if 

10 A. Hurwitz, Collection of Modern Mathematical Classics 
(McGraw-Hill Book Co., Inc., New York, 1960), p. 186. 

16 The corrections due to the limits are oforderexp [-Y(Ai - A;)I], 
Ai ¥< A;. 
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Ai =;6 Aj • The limits on the (E. - E.) can be extended 
to plus and minus infinity. The corrections due to the 
limits are of order rY().i-).j)', Ai =;6 Aj • Thus, to this 
approximation, the En corresponding to different 
degenerate levels are statistically independent. Further, 
the joint distribution for those levels corresponding to 
a particular degenerate level (say m-fold degenerate) 
is just the result one obtains for an unbiased Gaussian 
ensemble of m-dimensional matrices (with the origin 
of the energy scale shifted to the corresponding En). 

For definiteness, let us assume that Ho is such that 
it contains degeneracies from one to m, and such that 
the large spacings are given by a set of numbers t1p , 

(3 = 1, ... ,n. To the order of our approximation 
two general types of contribution to the spacing 
distribution must be considered. The first type arises 
from the degenerate levels and can be written as 

m 

PIeS, y) '"" (N - 1)-1! (I - 1)<lIPlS, y), (13) 
1~2 

where PI is the result (normalized to unity) obtained 
from an I-dimensional unbiased Gaussian ensemble, 
and where <ll is the number of times an I-fold degener
ate level occurs in the Ho spectrum. 

The other general type of contribution arises from 
defining the spacing as S = lEi - Ejl, where Ai =;6 Aj , 
and where Ai is a member of a p-fold degenerate level 
and Aj is a member of a nearest-neighbor q-fold 
degenerate level. This contribution is calculated by 
considering only these p + q levels, since the inte
gration over all the other levels just yields a multi
plicative constant. This contribution will be denoted 
as PpiS, y, t1p), where t1p is the original spacing 
between these p-fold and q-fold degenerate levels. 
The total contribution from such configurations can 
be written as 

where <lpqp is the total number of times that such a 
configuration occurs in the Ho spectrum. The total 
spacing distribution peS, y) is 

pes, y) = PreS, y) + PII(S, y). (15) 

No attempt was made to do calculations with an 
Ho based on a particular physical model. Instead, 
various simple (in terms of the level structure of Ho) 
models were assumed and the calculations carried 
out to illustrate the effects of various features (de
generacies, etc.) of Ho on the final distribution. The 
results for two such models are given here. 

First consider a model in which Ho is three
dimensional (i.e., N = 3) and has a doubly degenerate 

1.1 .----..... --,----..--.----~--.---,...-__. 

u 

1.0 

0.9 

0.8 

0.7 

::. 0.6 
'" 
~0.5 

~ 0.4 

0.3 

0.2 

0.1 

8.0 

FIG. 1. Plots of 2p(a, {))/C for a three·dimensional Ho with a 
doubly degenerate level at various values of the original spacing £5. 

level a distance t11 from the other level. In the limit 
yt1~ » 1 the above approximation can be used. For 
this Ho there is only one t1p , namely, t1 1 • The only 
nonzero <l'S are <l2 = 1X211 = 1. Thus, 

It is easily shown that 

P2(a) = Cae-u'/ 2 

and 

P
I2

(a, t5) = c[.J6 
e-(u-M'/6 

12 

(17) 

+ (15 ~ a) {I + cI>(15 ~ a)}}-(b-U)'/2, (18) 

where C is a constant, and where the energy scale has 
been changed so that a = y!S, 15 = y!t11 (a and 15 
are dimensionless). 

In Fig. 1 we have plotted 2p(a, 15)/C for various 
values of 15. It is seen that for 15 = 2 there is only one 
peak; however, as 15 increases, a second peak emerges. 
The first peak results from PI and the second peak 
from pn. It should be noted that for a given value of 
15 the second peak occurs at a value of a less than 15 

because the repulsion between the degenerate levels 
tends, in the lowest order, to decrease the spacing. 

A second, and more physically realistic, model for 
Ho is a 2N-dimensional Hamiltonian with N equally 
spaced (spacing t11) doubly degenerate levels. In the 
limit yt1~ » 1 our large-y approximation can be used. 
For this model 1X2 = N, 1X221 = N - 1, and all other 
IX'S vanish. Hence, 

(19) 



                                                                                                                                    

1118 J. F. McDONALD AND L. D. FAVRO 

It is easily shown that 

P22(a, b) = c[rC ~ b) 

where 

+ 1_ {e-(U-OlZ _ (/:;'/.j3)(a _ b) 
3.j7T 

X [1 - .p (a ~ b)] }e-2
(U-d)2/

3
, (20) 

rex) = lOO e-2(t+"')~e-2"'~(2t2 - 1).p(t) dt. (21) 

In Fig. 2 we have made plots of 2p(a, b)/C (in the 
limit N -.. (0) for various values of b. The integral 
r[(a - 15)/2] was calculated numerically on the IBM 
7074 at Wayne State University. The curves are very 
similar to those obtained for the three-dimensional 
case. The main difference is that here the second peak 
emerges at a larger value of b and the distance 
between peaks is smaller here for a given 15 than it was 
there. This is a result of the fact that the levels of Ho 
on both sides of a spacing 15 are now doubly degenerate. 
Thus the repulsion between each degenerate pair 
contributed to a decrease in the value of a at which the 
second peak occurs. 

The question of where (i.e., for what values of a) 
the above approximations are valid is difficult to 
answer. Ideally we would like to calculate higher 
terms in the expansion to see where and how fast the 
asymptotic expansion appears to be converging. 
In general, it is very difficult to obtain such terms in 
the expansion of the integral over the rotation param
eters by using the €ij as parametersY 

There are, however, two reasons why one might 
expect the approximation to be good in the region of 
major probability. First, for small values of N the 
validity of the approximation can easily be tested. 
For example, for N = 2 the calculation can be carried 
out exactly, 8 and the results can be compared with the 
approximate result if Y(A,1 - A,2)2» 1. For N = 3 we 
were not able to carry out the calculation exactly. 
However, the higher terms in the asymptotic expansion 
are easily obtained. In both of these cases it appears 
that the error is negligible in the region of major 
probability if yLl~ > 4. It is not obvious that such 
results will be valid for large N. However, the per
turbation calculations of the previous section yield 

17 For a particular Ho it may be possible to introduce a more 
convenient set of parameters. For example, for the 2N-dimensional 
Ho discussed above, a convenient set may be obtained by performing 
rotations in each of the degenerate planes and then defining addi
tional rotations in such a way as to obtain a completely general 
rotation. For a discussion of these parameters, see J. F. McDonald, 
"A Statistical Theory of Energy Levels of Complex Quantum 
Systems: A Biased Distribution," Ph.D. thesis, Wayne State 
University (1967). 
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FIG. 2. Plots of 2p(u, i5)JC for a 2N-dimensional Ho with equally 
spaced doubly degenerate levels at various values of the original 
spacing b, in the limit N -+ 00. 

expansions for 8 and 82 in powers of l/yLl~ which 
converge rapidly for (l/yLl~)>> 1 for arbitrary N. 
Hopefully, this would indicate that our expansion for 
the spacing distribution should also converge rapidly 
under these conditions in the region of major proba
bility. 

5. SMALL-y LIMIT 

As previously indicated, we expect the small-y limit 
to approach the completely random case. That is, we 
expect Ho to be, in some sense, a nonrandom per
turbation on the random matrix H. Since the presence 
of the Aij is the only thing which causes a deviation 
from the random case, it seems appropriate to expand 
that part of the distribution function which involves 
the A ij • Thus, we take 

'YJ exp [-y Tr (H - HO)2] 

= 'YJ exp (-y I (E! + A!») [1 + 2y ~ A;jAiEj 
"l. t" 

+ 2y2 ~ A;jA~IA,iAkE jE I + ... J. (22) 
'" k,l 

Using the methods developed by Ullah,18 one can 
explicitly calculate the averages over the rotation 
parameters and obtain the joint eigenvalue distri
bution to the first few powers of y. If we retain terms 
only to order y2, the joint eigenvalue distribution can 
be written 

p(E, y) c::= 'YJ exp [-y(Tr H2 + Tr H~)] 

X 1 + 0 { 
4y2 Tr H2 

N(N - 1)(N - 2) 

X [N Tr H2 + (Tr H)2]}, (23) 

18 N. Ullah, Nucl. Phys. 58, 65 (1964). 
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where for convenience we have chosen the origin of 
the energy scale such that Tr Ho = O. 

The nth-order (i.e., with n levels between the levels 
under consideration) spacing distribution p<n)(s, y), 
which one obtains from (23), can be expressed in 
terms of the corresponding distribution p~n)(s, y), 
which one obtains from the ordinary Gaussian 
ensemble as 

p(n)(s, y) 

~ exp (-y Tr H2) p(nl(s y) + 0 
[ 

4y2Tr H2 
o 0, (N _ l)(N + 2) 

X {~ p~n)(S, y) - 'YJ i. (p~n)(s, Y)/'YJ)}]. (24) 
2y oy 

Unfortunately, explicit analytic expressions for the 
p~n) do not exist. 

However, as was previously noted, the Wigner 
surmise is a good approximation for p~O) if S is not 
too large. Thus, to obtain some idea of the conditions 
on y for this approximation to be valid (this constitutes 
the definition of the small-y limit), we take 

p~O)(S, y) ~ 2NyS exp (-yNS 2). (25) 

It then follows that 

p(O)(S, y) ~ [1 + 4y 2S2 Tr H~)IN]p~°>CS, y). (26) 

Note that a factor e.l. Tr H02 = 1 + y Tr H; + ... has 
been absorbed into the normalization. Thus, it 
appears that the condition which must be satisfied 
for our approximation to be valid is 

(27) 

Further, since19 SZ ~ TT/4yN (note that, if S is to be 

1$ See, for example, the introductory review of Ref. 1. 

independent of N, yex:: lIN), this can be rewritten as 

(TTy Tr H~)I N 2 « 1. (28) 

As an approximation we can take Tr H; ~ N21l2/3, 
where 11 is some mean spacing of Ho. Then the con
dition becomes 

Ny« 1/112 , (29) 

which indicates that the smaII-y limit should be valid 
if the mean spacing S is large compared to 11. 

6. SUMMARY AND CONCLUSIONS 

In this paper we have investigated the effects of 
biasing a Gaussian ensemble of matrices with a 
nonrandom matrix Ho. In particular, we considered 
the extremes when the influence of Ho is strong and 
weak. The results for the limit when the influence is 
weak were found to approach the corresponding 
results for an unbiased Gaussian ensemble as was 
anticipated. 

However, the results for the limit when the influence 
is strong were quite different. They were found to be 
strongly dependent on Ho as expected. Thus, it appears 
that such a biased ensemble might very well be used to 
explain the deviations of experimental data from the 
Wigner surmise and the apparent structure exhibited 
by some nearest-neighbor spacing-distribution data. 

At worst, the biased ensemble can be used to 
eliminate certain effects as the cause of structure in the 
data. For example, if one calculates Ho for a particular 
nucleus using the shell model, and then calculates the 
nearest· neighbor spacing distribution only to find 
that the theoretical and experimental distributions 
disagree, one can eliminate shell-model structure as the 
cause of structure in the distribution. 
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The equilibrium states for an infinite. system of quantum mech~n~cs may be repres~nted by states over 
suitably chosen C* algebras. We conSIder the problem of assocIatIng an entropy wIth thes~ states a(ld 
finding its properties, such as positivity, subadditivity, etc. For the states of a quantum-spIn system, a 
mean entropy is defined and it is shown that this entropy is affine and upper semicontinuous. 

1. INTRODUCTION 

In the algebraic theory of statistical mechanics the 
class of possible equilibrium states is defined as the 
subclass K of states p, over the C* algebra A of local 
observables, which satisfy certain subsidiary con
ditions of a physical origin. Firstly, it is assumed that 
the theory is invariant under a symmetry group G 
(the translation group RV, for example), and the 
states P E K considered are taken to be G invariant. 
Secondly, as one wishes to describe only systems 
with a finite number of particles in each finite sub
system, extra conditions must be introduced. The 
consequence of these latter "finite mean density" 
conditions can be described as follows: If A c RV 
is an open set of compact closure and A(A) c A is the 
corresponding subalgebra of strictly local observables, 
then a state P E K must be such that its restriction to 
each A(A) is described by a density matrix PA acting on 
a Hilbert space :reA . As a direct result of this last prop
erty we may introduce, for each P E K, a family of 
entropies S(PA) by the definition 

S(PA) = - TrJeA (PA log PA)' 

Consequently, we may study properties of S(PA)' 
attempt to introduce for each P E K an entropy 
per unit volume S(p), and, subsequently, analyse the 
linearity and continuity properties, etc., of S(p). 

The program outlined above was recently completed 
by Ruelle, in collaboration with one of the present 
authors (D. W. R), in the framework of classical 
statistical mechanics. l The purpose of the present 
paper is to attempt the same program for quantum
statistical mechanics. In this latter setting many 
difficulties arise due to noncommutativity, and our 
results are complete only for quantum-spin systems. 
In the general case many interesting problems remain 
open. 

1 D. W. Robinson and D. Ruelle, Commun. Math. Phys. 5, 288 
(1967). 

2. GENERAL FORMULATION 

We want to investigate both continuous infinite 
quantum-statistical systems and lattice systems. Thus, 
we consider a C* algebra A and a collection {A (A)} 
of C* sub algebras of A, where A runs over: 

(i) the bounded open sets in RV for continuous 
systems; 

(ii) the finite subsets of ZV for lattice systems. 
We suppose that these subalgebras satisfy the 

following axioms: 
(1) A(AI) c A(A2) if Al c A2. 
(2) For each A, A(A) is isomorphic to C(:reA) for 

some Hilbert space:reA. We will usually identify A(A) 
with C(:reA), although this is not strictly compatible 
with axiom (1). 

(3) A is the norm closure of U A A(A). 
(4) A(AI U A2) is generated by A(AI) U A(A2) in 

the weak operator topology on C(:reA1 VA,). 
(5) Let G denote the group of translations, i.e., 

G = Z· for lattice systems and G = RV for continuous 
systems. Then G acts on A by automorphisms T., in 
such a way that T.,(A(A» = A(A + x) for all regions 
A and translations x. 

Finally, we need a condition expressing the inde
pendence of observables belonging to disjoint regions. 
This condition may take one of two forms, depending 
on whether we are considering bosons or fermions: 

(6) Either 
(a) If Al and A2 are any two disjoint regions, then 

A(AI) commutes with A(A2); or 
(b) Each A(A) is generated by a set of creation 

and annihilation operators satisfying the canonical 
anticommutation relations, and, if Al and A2 are 
disjoint regions, the creation and annihilation oper
ators for Al anticommute with those for A2. 

These axioms describe several kinds of physical 
systems: 

(1) Ordinary continuous quantum systems, either 
bosons or fermions. 

1120 
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(2) Quantum lattice systems, again either bosons 
or fermions, with finitely many creation and anni
hilation operators associated with each lattice site. 
For fermion lattice systems, .leA is finite-dimensional 
for each finite set A, but for boson systems this is, of 
course, not true. 

(3) Quantum-spin systems. In this case, .leA is 
finite-dimensional for each bounded region A, but the 
different unit rays in .le{x}, where x is a lattice point, 
are interpreted as describing different polarization 
states of a particle localized at x rather than varying 
occupation numbers for that point. We will assume 
that such systems satisfy axiom (6a). 

The statistical-mechanical states of A are those 
which, when restricted to an A(A), are given by a 
density matrix. In other words, such a state P defines, 
for each region A, a positive operator PA on.leA, with 
TrJeA(PA) = 1, such that 

peA) = TrJeA (PAA), 

if A E A(A) = [(.leA)' This statement imposes no 
restriction on P if .leA is finite-dimensional; otherwise, 
it corresponds to the requirement that there be only 
finitely many particles in the region A. 

Every statistical-mechanical state P defines a family 
{PA} of density matrices. Conversely, the assignment 
of a density matrix to each bounded region defines a 
statistical-mechanical state on A, provided that the 
assignment satisfies the obvious compatibility con
dition that, if Al C A2 and if A E A(AI)' then 

TrJe (PA A) = TrJe (PA A). Al I A.' 

We can reformulate the compatibility condition as 
follows: If Al C A2, then A(AI) is a type I factor 
contained in A(A2) = [(.leA.)' Hence, we may factorize 

.leA =.leA C2l.le' 
• I 

in such a way that an operator A in A(AI) = [(.leAl) 
is identified with the operator A C2l 1 on .leAl C2l .le'. 
[The space .le' may be identified with .leA.-AI , but 
operators in A(A2 - AI) do not factorize as nicely as 
those in A(AI) unless algebras for disjoint regions 
commute. See below.] The compatibility condition 
may now be formulated as 

PAl = TrJe, (PA.), 

where TrJe, means the partial trace with respect to 

.le', i.e., if {ifi} is an orthonormal basis for .leAl and 
{V'i} is an orthonormal basis for .le', then 

00 

(PAlif;, ifk) = 2 [PA.(ifi C2l V'j), ifk C2l V'j]. 
j~l 

The condition that a state be translation-invariant 
may easily be formulated in terms of the corre-

sponding system of density matrices. For any region 
A and any translation x, Tx is an isomorphism of A(A) 
onto A(A + x). Since A(A) is identified with [(.leA) 
and A(A + x) with [(JeMx), there is a unitary operator 
UA.x from.leA to .leMx which induces this isomorphism, 
and U A.x is determined up to a multiplicative constant. 
Then the state defined by the system {PA} of density 
matrices is translation-invariant if and only if 

PA+x = UA.xPAUA~x' 
for all regions A and translations x. 

We now want to make a more careful analysis of the 
relation of PAIVA. to PAl and PAz when Al and A2 are 
disjoint regions. We have already remarked that the 
inclusion of A(AI) in A(AI U A0 gives a factorization 
of .leAl vA. as .leAl C2l .le', where operators in A(AI) go 
over into operators of the form A C2l 1. If we are 
considering a boson system or a spin system, then the 
commutant of A(AI) in A(AI U A2) is precisely A(A2). 

In this case, there is an essentially unique way to 
identify.le' with .leA.' and operators in A(A2) take the 
form 1 C2l A on .leAl C2l .leA.' Hence we have 

PAl = TrJeA• (PAIVA.)' PAz = TrJeAI (PAIVA.)' 

For fermion systems, although .le' has the same 
dimension as .leA., there is no unique sensible way to 
identify .le' with .leA.' Nevertheless, by using the 
special structure of fermion systems, we can construct 
a useful identification of .le' with .leA . This we do as • follows: Let NI and N2 denote the number operators 
for the regions Al and A2, respectively. Then a simple 
calculation with the anticommutation relations shows 
that the commutant of A(Al) in A(AI U A2) is 
precisely (-1 )NIN.A(A2)( -1 )NIN •. Therefore, we can 
identify .le' with .leA. in such a way that if A is in 
A(A2) = [(.leA.)' then A goes over into 

(_I)NIN'(l C2l A)( _l)NIN., 

in [(.leAl C2l .leA.). With this identification we have 

PAl = TrJeA2 (PAIVA.), 

PA. = Tr.JeAl [( -1 )N1N'PA1 VA.( -1 )N1N.]. 

The second of these equations can be simplified 
if we assume that P is an even state of A. By definition, 
an element A of some A(A) is odd if 

(_I)N<AlA(_l)N(Al = -A, 

where N(A) is the number operator for the region A . 
A state P of A is even if P vanishes on every odd 
element of every A(A). If P is now an even state and 
A is an element of A(A2)' then 

p(A) = TrJeA1®JeA. [PAIVA.(-IY'iIN·(l C2lA)(_1)N1N.] 

= TrJeA1®JeA. [PAIVA.(l C2l A)]. 
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To prove this equation, note that we can write A as the 
sum of an even part and an odd part, that the odd 
p'art contributes nothing to peA), and that the even 
part commutes with (_I)NIN.. Collecting these 
results we have: 

Proposition 1: Let p be a statistical-mechanical 
state of the C* algebra ott, and let {PAl be the corre
sponding system of density matrices. If ott is the 
algebra for a fermion system, we further assume that 
P is even. Then, if Al and A2 are disjoint regions, we 
may identify .reAl uA. with .reAl @ .reA\! in such a way 
that 

PAl = TrJeA (PAIUA.) PAz = TrJeA (PAIUA.)' 
2 I 

Note that if we are dealing with a fermion system, 
then translation invariance implies that the state P is 
even. To show this2 let A be an odd element of some 
ott(A) and let x be a translation large enough so that 
A + nx does not intersect A for n = 1, 2, 3, ... 
Let 

Now 

IIANII2 = IIA~ANII ~ II{A~, AN} II 
1 N-I 

~ 2 L 11{('Tn",A)*,'Tm",A}1I 
N n,m=O 

~~ IIAII2, 

where the last inequality is a consequence of 

{('Tn",A)*,'Tm",A} = 0, for n ¥- m. 

However, by translation invariance, 

peA) = P(AN) = lim P(AN)' 
IV -+ aJ 

But as lim IIANII = 0, then lim P(AN) = 0 and thus 
N~oo N-oo 

peA) = O. 
Given a statistical-mechanical state p and a region 

A, we can define the entropy of the region A as follows: 

S(PA) = + 00, if PA log PA is not of trace class 
on .reA 

= -TrJe
A 

(PA log PA), otherwise. 

In defining the operator PA log PA we use the usual 
convention x log x = 0, for x = o. 

3. BASIC INEQUALITIES FOR THE ENTROPY 

Lemma ]3: If A and B 'are positive, self-adjoint, 
trace-class operators on a Hilbert space .re, then 

TrJe [A log A - A log B - A + B] ~ O. 

• This proof was independently discovered by R. T. Powers. 
3 This lemma, together with its proof, was communicated to one 

of us (D. W. R.) by Professor R. Jost, who attributed it to O. Klein. 
If Tr (A) = Tr (B) = 1, this lemma is a particular case of Theorem 
1 ofH. Umegaki, Kodai Math. Sem. Rep. 14, 59 (1962). 

Proof' Let "Pi( qJi) be a complete orthonormal set of 
eigenfunctions of A(B) and let ai(bi) be the corre
sponding eigenvalues. Let U = (Uii) be a unitary 
mapping defined by 

Now 

("Pi IA log A - A log BI "Pi) 

= ai { log ai - t I U;;1 2 10g b i } 

~ air log ai - log t 1 U;;12 bi } 

~ ai - !Iuil b i 
i 

= ("Pi IA - BI "Pi), 

where, to obtain the first inequality, we have used the 
concavity of the logarithm and, to obtain the second 
inequality, we have used 

log x ~ 1 - I/x (x> 0). 

The result follows by summation. 

Lemma 2: If A and B be positive, self-adjoint 
operators on a Hilbert space .re, then, for 1 ~ oc ~ 0, 

[ocA + (l - oc)B] log [ocA + (1 - oc)B] 

~ ocA log A + (1 - oc)B log B, 

and furthermore 

A ~ B ~ 0 implies log A ~ log B. 

The statements of the lemma are special con
sequences of the theory of convex and monotone 
operator functions initially developed by L6wner.4 
For further results, the reader may consult Ref. 5. 
The details of the application of the general theory to 
the case at hand are worked out in Refs. 6 and 7. 
Moreover, we do not need the full force of the first 
inequality of the lemma, but only the inequality 
obtained by taking its trace; this latter inequality can 
be proved without use of the general theory of convex 
operator functions. 7 •s 

We remark that Lemma I may be deduced from the 
first statement of Lemma 2. We preferred, however, 
to give the simple straightforward proof reproduced 
above. 

4 C. Lowner, Math. Z. 38, 177 (1934). 
• J. Bendat and S. Sherman, Trans. Am. Math. Soc. 79, 58 (1955). 
6 M. Nakamura and H. Umegaki, Proc. Japan Acad. 37, 149 

(1961). 
'C. Davis, Proc. Japan Acad. 37, 533 (1961). 
8 I. E. Segal, J. Math. & Mech. 9, 623 (1960). 
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The preceding lemmas may now be used to deduce 
the following results for the quantum entropy, 
specializations of which appear in Refs. 9 and 10. 

Theorem 1: Let P be a statistical-mechanical state 
of the C* algebra.it, and let {p,d be the corresponding 
system of density matrices. If .it is the algebra for a 
fermion system, we assume further that P is an even 
state. Then the associated entropy S(PA) is a positive 
set function, i.e., 

which is subadditive, i.e., 

if 

Al n A2 = cPo 

Furtheri if {p~)} and {p~)} are two families of density 
matrices and 1 ~ ot ~ 0, then 

otS(p~» + (1 - ot)S(p~» 

~ S[otp~) + (1 - ot)p~)] 

~ otS(p~» + (1 - ot)S(p~» 

- ot log ot - (1 - ot) log (1 - ot). 

Proof: The positivity of S(PA) is an immediate 
consequence of the normalization of PA and the fact 
that 

-A log A ~ 0, 1 ~ A ~ 0. 

The subadditivity property follows from Lemma 1, 
Proposition 1, and the identification Je = JeA, @ JeA., 

A = PAIUA.' and B = PAl @ PA.' The final inequality 
is a consequence of Lemma 2. The lower bound is 
immediately obtained from the first statement of that 
lemma, while the upper bound is obtained from the 
second statement as follows: We have 

otp~) + (1 - ot)p~) ~ otp~) ~ 0, 

and hence 

Thus 

-ot Tr [p~) log (otp~) + (1 - ot)p~»] 

~ -ot Tr [p~) log otp~)] 

= -(1. Tr [p~) log p~)] - ot log ot. 
Similarly, 

-(1 - ot) Tr [p~) log (otp~) + (1 - ot)p~»] 

~ -(1 - ot) Tr [p~) log (1 - ot)p~)] 

= -(1 - ot) Tr [p~) log p~)] - (1 - ot) log (1 - ot). 

• M. Delbriick and G. Moliere. Abhandl. Preuss. Akad. P. 1 
(1937). 

10 R. Jost. Helv. Phys. Acta 20, 491 (1947). 

Adding the last two inequalities yields the desired 
result. 

4. MEAN ENTROPY-THE QUANTUM 
LATTICE SYSTEM 

The next desirable aim would be to define an 
entropy per unit volume, or mean entropy, by estab
lishing, under suitable restrictions, the existence of 
S(PA)/V(A) in the limit of A increasing such that the 
volume YeA) -+ 00. Unfortunately, we are at present 
able to do this only for a quantum lattice system, and 
even then it is not possible to establish the existence 
of the limit in the most desirable generality. A possible 
means of improving our results is discussed in the 
concluding section. 

Let us define for a = (aI' ... , a.) E Z· and al > 
0, ... , a. > 0 the parallelepiped A(a) by 

A(a) = {x E Z·; ° < Xi ~ ai for i = 1,2, ... , v}. 

The measure (volume) V[A(a)] of A(a) is then given 
by IIr~l ai · 

Theorem 2: If the family P = {PA} of density 
matrices of a quantum lattice system satisfies the 
conditions of normalization, compatibility, and trans
lation invariance, then the mean entropy 

S(p) = lim S(PA(a» 
a, ... .. a.~oo V(A(a» 

exists, and in fact 

S(p) = inf S(PA(a» 
a" ... ,a. V(A(a» 

Further, S(p) is an affine function. Explicitly, if 
p(I) = {p~)} and p(2) = {p~)} are two appropriate 
families of density matrices and I ~ ot ~ 0, then 

S[otpW + (1 - ot)p(2)] = otS(p(l» + (1 - ot)S(p(2». 

Proof: By translation invariance, S[A(a)] is a 
function of a l , ... ,a. only. Moreover, if we are 
dealing with a fermion system, translation invariance 
implies that the state P is even (see Sec. 2). But if we 
introduce a function S(al , ... , a.) through the defi
nition 

S(al' ... , a.) = S[A(a)], 

the subadditivity of SeA) implies that S(al , ••• , a.) 
is subadditive in each argument ai (1 ~ i ~ v) separ
ately, i.e., 

S(al ,"', a;ll + a;~),···, a y ) 

= S(al ,"', a;ll,··· a.) 

+ S(ai ,' ", a;2),' . " a.). 
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A standard argument lcf. Ref. 11, Lemma AI] estab
lishes the existence of 

S(p) = lim 
S(al' ... , av) 

alf ••• ,a,,-+CQ a1a2 , •.. , a'll 

= inf 

The affine property of S(p) follows from the last 
statement of Theorem 1, if one takes A = A(a), 
divides by V[A(a)], and takes the appropriate limit. 

5. PROPERTIES OF THE MEAN ENTROPY 

For fermion lattice systems and spin systems we 
can exploit the finite dimensionality of the Je/s to 
prove some additional properties of the mean entropy. 

Theorem 3: Let A be the C* algebra for a fermion 
lattice system or a spin lattice system. If x is a lattice 
point, let N denote the dimension of Jev,,}. Equip the 
set of states of A with the weak * topology. Then 

(1) For any invariant state p of A, 0 S S(p) S 
LogN. 

(2) The mean entropy is an upper semicontinuous 
function on the set of invariant states of A. If F is any 
closed subset of the set of invariant states of A, then 
the restriction of the mean entropy to F attains its 
maximum. 

(3) If p is an invariant state of A, and if flp is the 
unique probability measure with barycenter p con
centrated on the extremal invariant states of A, then 

S(p) = I dfl/P')S(p'). 

In physical language, statement 3 says that if P is 
an average of pure phases, then the mean entropy of P 
is the same average of the entropies of the pure phases 
making up p. For the existence and uniqueness of the 
measure fl p ' see Ref. 12, Theorem 2, or Ref. 13, 
Theorem 3. We remark that, under the hypotheses of 
this theorem, A is separable so there are no technical 
difficulties about the sense in which the measure is 
concentrated on the extremal invariant states. 

Proof: For any finite set A of lattice points, the 
dimension of JeA is NVUI.). Now 

NV(A) 

S(PA) = - L AJog Ai' 
i=1 

where the Ai are the eigenvalues of PA' By elementary 
estimates, if fll,' .. ,fln are positive real numbers 

11 D. Ruelle, J. Math. Phys. 6, 201 (1965). 
12 D. Kastler and D. W. Robinson, Commun. Math. Phys. 3, 

51 (1966). 
13 O. E. Lanford and D. Ruelle, J. Math. Phys. 8, 1460 (1967). 

with Ii fli = I, then 

n 

- I fli log fli Slog n. 
i=1 

Hence, 

S(PA) Slog (NV(/\) = YeA) log N. 

Dividing by YeA) and taking the limit of infinite 
volume gives 

S(p) Slog N. 

Since S(p) is nonnegative by definition, we have 
proved part (1) of Theorem 3. 

To prove part (2), observe first that the PA'S are 
continuous functions of P and that the eigenvalues of 
PA vary continuously with PA by perturbation theory. 
Since -A log A is a continuous function of A, 

S(PA) = - L Ai log Ai 
i 

is a continuous function of p. But 

S(p) = inf{S(PA)} 
A V(A) , 

where the infimum is to be taken over all rectangles. 
Thus, S(p) is the infimum of a family of continuous 
functions and is therefore upper semicontinuous. In 
particular, if F is any closed set of invariant states on 
A, then the restriction of S to F takes on its maximum, 
since any upper semicontinuous function on a compact 
set takes on its maximum. 

Furthermore, since S(p) is both affine and upper 
semicontinuous, it respects barycentric decomposi
tions. More precisely, if fl is any probability measure 
on the set of invariant states of A, and if the barycenter 
of fl is p, then 

S(p) = I dfl(P')S(p'). 

(This follows from Lemma 10 of Ref. 14.) In particular, 
if flp is the unique decomposition of P into extremal 
invariant states,l5 then the above equation holds. 
This proves part (3) and completes the proof of the 
theorem. 

6. CONCLUSION 

While we have been able to obtain most of the 
desired results concerning the entropy of a quantum 
spin system, the position is less satisfactory in other 
cases. The main gap in the development is the failure 
to establish the existence of the mean entropy S(p) 
under general circumstances. In classical statistical 

14 G. Choquet and P. A. Mayer, Ann. Inst. Fourier 13,139 (1963). 
15 Note that the uniqueness proofs given in Refs. 12 and 13 for 

such decompositions are valid even for Fermi systems. In the Fermi 
case, dt is Rv (or Zv) Abelian, in the sense of Ref. 13, as an argument 
similar to that appearing after Proposition 1 readily establishes. 
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mechanicsl these existence problems were solved by 
showing that the entropy satisfied a condition of 
strong subadditivity. One could believe, and even 
support one's belief by heuristic physical arguments, 
that the same condition holds for the quantum 
entropy. 

Conjecture: The quantum entropy S(PA) satisfies 
the inequality 

S(PA1 UA2) + S(PA1r.A2) ::;; S(PA.) + S(PA2)' 

A satisfactory discussion of the existence of the 
mean entropy would ensue, if this conjecture were 
proved. There would, however, still exist a problem in 
establishing a barycentric decomposition of the mean 
entropy in the general case because, although it would 

JOURNAL OF MATHEMATICAL PHYSICS 

clearly be an affine function, it could not be expected 
to be upper semicontinuous. 

We have not discussed in any detail the physical 
relevance of the mean entropy which we have intro
duced but postpone this to a forthcomingpublication.16 
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Parameter differentiation of exponential operators is used to derive a method for obtaining the Baker
Campbell-Hausdorff coefficients in a more explicit form than is available from the standard Hausdorff 
recursion formula. In passing, a derivation of the Hausdorff recursion formula is given which is simpler 
than the proof usually presented. 

I. INTRODUCTION 

The problem of solving the equation eZ = e"'ell for 
Z, when,: x and yare noncommuting operators, 
frequently arises in physics. For instance, Weiss and 
Maradudin1 discussed this problem in a study of 
x-ray scattering in crystals, and Snider2 encountered 
it in the course of an investigation involving a lineari
zation of the Boltzmann equation. The classical 
solution, given by Hausdorff} involves an expansion 
of Z into an infinite series of terms homogeneous in 
y, the successive terms being found from a recursion 
formula which utilizes the Hausdorff polarization 
operator. The recursion formula is known as the 
Baker-Campbell-Hausdorff formula (BCH), and has 
been discussed recently by several authors.4 Unfor-

1 G. H. Weiss and A. A. Maradudin, J. Math. Phys. 3, 771 (1962). 
• R. F. Snider, J. Math. Phys. 5, 1586 (1964). 
3 F. Hausdorff, Ber. Verhandl. Saechs. Akad. Wiss. Leipzig, 

Math.-Naturw. Kl. 58, 19 (1906). 
4 W. Magnus, Commun. Pure Appl. Math. 7, 649 (1954); J. Wei, 

J. Math. Phys. 4, 1337 (1963); and Ref. I. 

tunately, the BCH formula is somewhat difficult to use 
for the computation of higher-order terms. In this 
paper, we use the method of parameter differentiation 
of exponential operators5 to derive in a rather simple 
way a more explicit form for the BCH coefficients. 
In passing, we also show how the method may be 
used to provide a derivation of the BCH recursion 
formula that is somewhat simpler than the proof 
usually given. 

II. PRELIMINARY DEFINITIONS AND FORMULAS 

Our formulas will be considerably simplified by the 
use of the curly commutator bracket, recursively 
defined by 

{y, XU} = y, 

{y, ;0H} = [{y, Xk}, x]. 

If/(x) has a power-series expansion 
GO 

f(x) = !akx\ 
k=O 

5 R. M. Wilcox, J. Math. Phys. 8, 962 (1967). 

(1) 

(2) 
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paper, we use the method of parameter differentiation 
of exponential operators5 to derive in a rather simple 
way a more explicit form for the BCH coefficients. 
In passing, we also show how the method may be 
used to provide a derivation of the BCH recursion 
formula that is somewhat simpler than the proof 
usually given. 

II. PRELIMINARY DEFINITIONS AND FORMULAS 

Our formulas will be considerably simplified by the 
use of the curly commutator bracket, recursively 
defined by 

{y, XU} = y, 
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5 R. M. Wilcox, J. Math. Phys. 8, 962 (1967). 

(1) 

(2) 
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then we further define 
CI) 

{y,/(x)} = ~:ak{Y' Xk}. 
k=O 

It is easy to show that 

{{y,f(x)} , g(X) = {y,/(x)g(x)}, 

and if/(x)g(x) = 1, it is clear that 

{y,/(x)} = w 
implies 

y = {w, g(x)}. 

(3) 

(4) 

(5a) 

(5b) 

We shall also require a method of computing 
dleZ/dtl, where t is a scalar variable, z is an operator, 
and z = z(t). The simplest approach is first to derive 
an expression for the operator Yes) which satisfies the 
equation (s is a scalar variable)6 

(6) 

with the initial condition YeO) = I. 
Multiplying (6) on the left bye-sA and differentiat

ing with respect to s, we obtain the following differ
ential equation for Yes): 

Eq. (10) may be put in the form 

de
z 

= ez{dZ , e
Z 

- 1}. 
dt dt z 

(12) 

Equations (10) and (12) have appeared in the literature 
in various forms; a survey is given by Wilcox.s The 
proof given here9 seems to be the most simple and 
direct, and is easily extended to yield higher derivatives. 
Thus, for the second derivative, we may put 

d2ez 
-2 = lim [exp (z(t + h») + exp (z(t - h») 
dt h-->O 

- 2 exp (z)l/h2 

= lim [exp (z + dz h + d
2

z h
2

) 
h-->O dt dt2 2! 

+ exp (z - dz h + d
2

z h
2

) _ 2 exp (Z)]/h2
• 

dt dt2 2! 

(13) 
Setting s = 1, A = z(t), 

(7) in (6) and (8), and substituting the results into (13), we 
find, letting h -4- 0, 

Solving (7) by iteration, we obtain the infinite series 

Yes) = I + L~~SQ(~) d~ 

+ r;2=S rh=;2Q(~2)Q(~I) d~1 d~2 + , .. " etc., 
);2=0 );1=0 

(8) 
where 

(8') 

We may now compute the derivatives of eZ; thus 

de
z 

= lim {exp [Z(t) + h dZ] - exp [Z(t)l}/h. (9) 
dt h-->O dt 

If, in (6) and (8), we set s = I, A = z(t), B = h(dz/dt), 
and substitute into (9), we obtain 

- = hm eZ[V(l) - Il/h = eZ e-;Z - e~Z d~. (10) dez 
• 11 dz 

dt h-->O 0 dt 

Using the well-known formula7 

_ 1 
e "'ye'" = y + [y, xl + - {y, x2} + ... = {y, e"'}, 

2! 
(11) 

d
2
e
z 

= ez{d
2
Z , e

Z 
- 1} 

dt2 dt2 
Z 

+ 2ez r~=I{dZ , e~z}{dZ , e~z - 1} d~. 
)~=o dt dt Z 

We obtain a slightly different form of this equation, 
more convenient for our purposes, by making use of 
the following integration by parts: 

r~=\UW + WU) d~ = {dZ, e
Z 

- 1}2, 
)~=o dt Z 

where 

and 

W = {dZ , e~z - 1}. 
dt Z 

This result enables us to obtain the formula 

d
2
e
z 

= ez{d
2
Z , e

Z 
- 1} + ez{dZ , e

Z 
- 1}2 

dt2 dt2 Z dt Z 

+ ezL~~\uw - WU) d~, (14) 

6 R. Karplus and J. Schwinger, Phys. Rev. 73, 1020 (1948); see with U and W defined as above. 
also R. P. Feynman, Phys. Rev. 84. 108 (1951). 

7 See, for instance, W. H. Louisell, Radiation and Noise in Quantum 8 Reference 5. 
Electronics (McGraw-Hill Book Co., Inc., New York, 1964), p. 101. • G. Hinds (private communication). 
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1lI. THE BCH COEFFICIENTS 

~We are now in a position to derive expressions for 
the BCH coefficients. We define z(t) by the expression 

(15) 

Differentiating with respect to t, using (12), we obtain 

Z z{dZ e
Z 

- I} ey=e -,--. 
dt Z 

(16) 

Cancelling eZ and solving for dz/dt by means of (5), 
we obtain the following differential equation for z(t): 

dz { Z} 
dt = y, eZ - 1 . (17) 

We assume an expression for z(t) of the form 
00 

z(t) =! zi, (18) 
1=0 

where the Zl are independent of t. It is clear from (15) 
that Zl is of degree 1 in y. Furthermore, 

Zo = z(O) = x (19) 
and 

Zl = dZ/ = {y,_X }. 
dt 1=0 e'" - 1 

(20) 

The classic Hausdorff recursion formula for Zl is 
obtainable from (17) and (18) (see Appendix); 
however, we prefer to proceed in a manner analogous 
to the derivation of Zl . That is, to obtain Z2 we special
ize Eq. (14) by assuming the definition of z(t) given 
by (15). When z(t) is so defined, we may put 

(21) 

and 

{
dZ eZ - 1}2 {{ Z} e

Z 
- 1}2 2 -,-- = y,--,-- =y, 

dt z eZ 
- 1 z 

(22) 

where we have used (17) and (4) to obtain (22). 
Using (21) and (22), Eq. (14) becomes 

{
d

2
: ' e

Z 

- I} = _ [s=l [U, W] d~. 
dt Z Js=o 

This equation may be solved for d2z/dt2 by means of 
(5); the result is 

d
2

: = -{ [S=l[U, W] d~, -z_Z-}. 
dt Js=o e - 1 

(23) 

Furthermore, since 

1 d2Z1 
Z2 = 2 dt2 ' t=o 

we obtain, letting t -+ 0 and using (I9) and the first 

equality of (20), 

Z2= _l{J _x } 
2 'e'" - 1 ' 

(24) 

where 

J = l~~l {Zl' eS
"'}, {Zl' e

S
'" :- I}] d~. (25) 

These equations yield Z2 as a function of Zl and 
x; we may obtain Z2 as a function of y and x by re
placing Zl with the right-hand side of (20). The result 
is then 

Z = _l{K _x } 
2 2' e'" - 1 ' 

(26) 

where 

K =lS=I[{ ~} { e
S'" - I}] d . y, '" l' y, '" 1 ~ 

s=O e - e -
(27) 

In a similar manner, Z I can be found for any I, by 
first calculating dleZ/dtl, solving the resulting equation 
for d1z/dt 1

, and letting t -+ O. If we then set t = 1 ip 
Eq. (18), we see that z(l) = 2':0 Zk provides an 
expression for the operator z in the equation eZ = e"'e". 

Snider10 has obtained an expression for Z2 in terms 
of the commutator "super operator ," which, however, 
seems to be more complicated than the form given 
here. In particular, it is somewhat difficult to expand 
his expression into a usable series, whereas (26) 
may be expanded in a straightforward way, as we now 
show. 

IV. EXPANSION IN SERIES 

To expand Zl' we note the well-known series 

_x_ =I BkXk 

e'" - 1 k=O k! ' 
(28) 

where the Bk are the Bernoulli numbers. The first few 
numbers are Bo = 1, BI = -t, B2 = t, B4 = --i-o, 
Bs = 12 and B2k+l = 0 for k > O. Thus, for Zl we 
obtain the well-known expression 

Zl = Y - :uy, x] + l\{y, x2
} - "flo{y, X4} + .... 

The series (28) must also be used in the expansion of 
Z2, as can be seen from (26). However, for the 
evaluation of Z2 we must, in addition, expand the 
integral (27). To accomplish this, we need the ex-
pressions 

(29) 

and 

(30) 

10 Reference 2, Appendix B. 
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Then Kin Eq. (27) may be written 

K = k~ l~ [{y, Xk}, {y, Xl} ]1:1 

IPi~)'YI(~) d~. (31) 

The functions IPk(~) appearing in (29) are closely 
related to the Bernoulli polynomials, and the following 
properties are easily proved: 

IPk(~) = :! lo (~) Bm~k-m, 
d 
d~ IPk+I(~) = IPk(~)' 

Bk 
IPk(O) = - , 

k! 
IPk(1) = IPk(O) for k =;6 1, 

IPo(~) = 1, 

r~=1 IPk(~) d~ = {O for k > 0, 
J~=o 1 for k = O. 

For the functions 'Yk(~) appearing in (30), we have 

'Yka) = IPk+I(~) - IPkt1(O). 
Also 

r~=IIPk(~)'YI(~) d~ = {IP!+I(O) for k = 0, 1 > 0, 
J~=o IPk+I(O) for I = 0, k > O. 

Using these properties, we may derive the expansions 

00 B 0000 

K=2~{y,xk,y} k+I +~~~kzlkl' (32) 
k=1 (k + 1)! 1=lk=1 

and, from (26) and (32), 

00 00 B B 
Z2 = -! ~ {y, x\ y, Xk} 1+1 ...!E. 

1=lk=O (l + 1)! k! 
1 000000 .B 

- - ~ ~ ~Ikl{~kl' x'} -!, (33) 
2 k=l 1=1 ;=0 ] ! 

where we have used the abbreviations 

{y, x\ y} = [{y, Xk}, y], 

{y, Xl, y, Xk} = {{y, Xl, y}, Xk}, 

~kl = [{y, Xk}, {y, Xl}], 

Ikl = r~=IIPk(~)IPl+l(~) d~. 
J~=o 

In evaluating terms of these series, we may note that 

~kl = -~lk and Ikl = 0, when k = 1+2. 

The method described in this paper may be used 
to calculate any Zl' either in closed form as an integral 
[such as Eqs. (26) and (27)] or as an infinite series 
whose general term is known [as in (33)]. The calcula
tions clearly become increasingly laborious as I 
increases, but it seems doubtful that explicit formulas 
exist which are any simpler than the ones obtainable 
in this manner. 

APPENDIX 

We now show that the classical Hausdorff recursion 
formula is easily derivable from the differential 
equation (17). We define the Hausdorff polarization 
operator uDiJJ' which is a linear operator acting only 
on other linear operators, by the formula 

k=n-l 
(uDiJJ)xn = ~ XkUXn- k- l. (AI) 

k=O 

The quantity u is itself an operator, which may be a 
function of the operator x. Equation (AI) may be 
used to define the action of the polarization operator 
on any function of x which is expandable in a power 
series in x. 

We assume that the operators x, y, and z satisfy 
Eq. (15). If f(Y, z) is expandable in a power series in 
y and z, it is clear from the definition of the polariza
tion operator that 

d (dZ) d/(Y' z) = dt Dz fey, z). (A2) 

(Remember that z is a function of t, and y is not.) In 
particular, dz/dt is defined as a function of y and z by 
(17), so that we may write 

~:: = e: Dz)~: = (k' eZ ~ 1}Dz)~: ' 
and in general we have, by the same reasoning, 

~;: = ({y, eZ ~ 1}Dz)d;~:Z. (A3) 

If we assume for z(t) an expansion of the form (18), 
and let t ---+ 0 in (A3), we obtain, using (19), 

nZn = (k, eiJJ ~ l}DiJJ)Zn-l' (A4) 

which is precisely the Hausdorff recursion formula. 
Although in appearance this recursion is quite com
pact, it is in practice very cumbersome to use in 
obtaining series such as (33), and it does not lead at 
all to explicit integral expressions such as (26). 
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Periodic and aperiodic solutions of the Burgers equation u, + uu. = p,u=, p, > 0, are studied in this 
paper. A harmonic analysis of the solutions is carried out and the form of the spectrum is estimated for 
large time. Corresponding estimates of energy decay are also made. In Burgers' work on this equation, 
the case in which p, t 0 with t fixed, and one then lets t -+ 00, is studied. In our investigation, a fixed 
value of It > 0 is taken and then one lets t -+ 00. A similar analysis is also carried out for an irrotational 
solution of a similar 3-dimensional system of equations. For large time and moderate wavenumbers 
there is, to the first order, a drift of spectral mass from low wavenumbers to higher wavenumbers. 
Comments are also made on the asymptotic distribution of a class of random solutions. 

INTRODUCTION 

Periodic and aperiodic solutions of the Burgers 
equation are studied in this paper. A harmonic 
analysis of the solutions is carried out and the form 
of the spectrum is estimated asymptotically for large 
time. Corresponding estimates of energy decay are 
also made. A similar analysis is also carried out for an 
irrotational solution of a similar 3-dimensional system 
of equations. For large time and moderate wave
numbers there is, to the first order, a drift of spectral 
mass from low wavenumbers to higher wavenumbers. 
Comments are also made on the asymptotic distri
bution of a class of random solutions ofthe equations. 

1. THE BURGERS EQUATION 

Burgers introduced the equation 

U t + UU", = /-lu""", /-l > 0, (1.1) 

as a model equation for t > 0, - ro < x < ro, in 
order to get some insight into turbulence.! Hopf2 and 
Cole3 'showed that the study of this equation could be 
n~duced to that of the heat equation. Specifically, if 
uo(x) = u(O, x) is continuous and 

50'" uoW dx = o(x2
) (1.2) 

as Ixl-- ro, then 

foo x - Y exp [_l. F(x, y, t)] dy 

( ) 

-00 t 2/-l 
U x, t = Joo [ 1 (1.3) 

exp - - F(x, y, t)] dy, 
-00 2/-l 

with 

F(x, y, t) = + uo(Y) dy, 
(x - y)2 III 

2t 0 

1 G. K. Batchelor, The Theory of Homogeneous Turbulence (Cam
bridge University Press, 1953). 

• E. Hopf, Commun. Pure App!. Math. 3, 201 (1950). 
3 J. D. Cole, Quart. App!. Math. 9, 226 (1951). 

is the unique solution of the initial-value problem. 
Letting 

<Po(Y) = exp [ - 2~ llluo(1J) d1J 1 
<p(x, t) = (47T/-ltrtJoo <Po(Y) exp [_ (x - y)2] dy, 

-00 4/-lt 
(1.4) 

it is clear that <p(x, t) is a nonnegative solution of the 
heat equation 

(1.5) 
and that 

o 
u(x, t) = -2/-l-log <p(x, t). (1.6) ox 

Because of the continuity of Uo , 

lim u(t, y) = uo(x). (1.7) 
t .... o 

11 .... '" 

It is sometimes convenient to consider solutions of 
Burgers equation on the circle (or equivalently periodic 
solutions of the equation). One then has a correspond
ing result on existence and uniqueness of the solution 
without condition (1.2). A standard argument indi
cates that the solutions of (1.1), of period 27T with 
continuous initial data uo(x) and 

(217 
Jo uo(x) dx = 0, (1.8) 

are given in terms of solutions <p(x, t) of the heat 
equation with period 27T, 

<p(x, t) = 2, y j exp (-l/-lt) exp (ijx), (1.9) 

with initial condition 

<p(x, 0) = <Po(x) = 2, Yj exp (ijx) (LlO) 

given by (1.4) in terms of uo(x). Again, <p is positive 
so that YI = Y-1 and Yo> 0. Then 

o 
u(x, t) = -2/-l-log <p(x, t). ox 

1129 
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It will sometimes be convenient to look at random 
solutions of the Burgers equation that are stationary 
in x. We look in particular at some stationary solu
tions obtained from solutions of the heat equation that 
are stationary in x. If q; is a solution of the heat 
equation on the circle [0,21T) (or, equivalently, a 
periodic solution with period 217) it takes the form 
(1.9). Stationarity up to second-order moments implies 
that the coefficients y; in representation (1.10) are 
orthogonal 

EY'Yk = ~'_ka, ~ 0, ! a, < 00. 

Stationarity up to second-order moments for solutions 
of the heat equation on the full real line implies that 
one can write 

q;(x, t) = L: e'''''e-pAlt 
dY(.A.), (1.11) 

where YeA) is a process with orthogonal increments 

E dY(A) dY(",) = ~A-p dF(A), (1.12) 

with F a bounded nondecreasing function. The 
sequence {a;} and function F(A) correspond to the 
second-order spectral decomposition of the process in 
the periodic and general case. 

2. PERIODIC SOLUTIONS 

Consider a periodic solution of the Burgers equation 
with period 217 and spatial mean zero; that is, con
dition (1.8) is satisfied. For continuous initial data, 
it has already been noted that the solution can be 
given in terms of a positive solution rp(x, t) of the 
heat equation (l.5) with .Yo > O. The continuity of 
initial data implies that 

(2.1) 

In view of (1.6), the solution u(x, t) of the Burgers 
equation can be written, 

! y,(ij) exp (-l",t) exp (ijx) 
u(x, t) = -2", ...:.;------::-----! y, exp (_j2",t) exp (ijx) 

; 

= ! z,.( t) exp (ikx). 
k 

(2.2) 

If we formally look at the Burgers equation in the 
Fourier domain, 

Z~(t) + ! Zk-;(t)Z;(t)ij = -",k2Zk(t) (2.3) 
; 

is obtained for the Fourier coefficients Zk(t) of u(x, t). 
This equation is certainly satisfied for sufficiently 

large t. We shall obtain estimates of Zk(t) with error 
term valid for large t and moderate k from the 
representation (2.2). These estimates will be used to 
show that, in the range of large t and moderate k, 
there is a unidirectional transfer of spectral mass from 
wavenumbers 1, 2, ... , k to k + 1 to the first order. 
This is consistent with some of the heuristic arguments 
employed in the discussion of nonlinear phenomena 
like turbulence (see Refs. 1-3). 

Make the strong assumption 

(2.4) 

or the stronger assumption (for a later computation) 

(2.4') 

so that the expansion 

00 0 / u(x, t) = 2", ~ = 2", !y;J-l - 1pHI (j + 1) 
Yo - "I' ,-0 ox 

(2.5) 
is valid, where 

q;(x, t) = Yo - "1'. (2.6) 

Even if (2.4) or (2.4') are not satisfied, they will be 
satisfied at some later time t by YJ exp (_j2",t) so that 
the qualitative features of our conclusions are valid 
for any periodic solution satisfying (l.8). 

Now 
00 1 

Z (t) = 2llik'" - '" y' .. Y k r k. 1 k .1 ./+1 
;=0) + .1+"'+./+1=k 

8/*0 

X exp [-(s~ + ... + S~+l)",tJYoi-l (2.7) 
and 

Z~(t) = 2",2ik! _._1_ 
;=0 (j + 1) 

x ! YBI' •• Y.1+1( -s~ - ... - S:+1) 
81+" '+./+1=k 

B.*O 

Our aim is now to give the principal terms for Zk(t), 
Z~(t) together with bounds for the error terms. 
First consider Zk(t) with k ~ 1 [Z_it) = Zk(t) since 
the solutions are real]. The principal term for large t 
is 

corresponding to the term in the inner summation of 
(2.7) with j + 1 = k and 81 = 82 = ... = 8,. = 1. All 
the other terms of the inner summation corresponding 
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to j + 1 = k are in total bounded by 

2ftk[ 21Ys/Yol exp (_S2",t)]k-l 
.,00 

X [ 2 IYs/Yol exp (-S2ftt)J. (2.10) 
s,00.1 

The total of the terms of the inner summation corre
sponding to fixed j + 1 with j + 1 > k is bounded by 

[ J
'+1 

2ftk 21Ys/Yol exp (-S2ftt) 
• ,00 

(2.11) 

Under assumption (2.4), the total of the terms of the 
inner summation corresponding to fixed j + 1 with 
j + 1 < k is bounded by 

where 
2ftk exp {-Mmftt}, (2.12) 

Mi+1 = min {s~ + ... + S~+l}. (2.13) 
81+· .• +s;+1=k 

8i,00 

However, M'+1 ~ k + 2{k - (j + I)} if j + 1 < k. 
Thus, for large t, 

IZk(t) - 2fti(Y1/Yote-kl'tl < ",kC exp [-(k + l)",t], 

(2.14) 

where C is an absolute constant. Under assumption 
(2.4') a similar argument implies that Z~(t) is to the 
first order 

(2.15) 
and that 

IZ~(t) + 2",2ik(Y1/YO)e-kllt l < ",2kC exp [-(k + 1)",t], 

(2.16) 

with C an absolute constant. Let us now look at Eq. 
(2.3) with the estimates given by (2.14) and (2.16). 
Notice that 

I 
1~O Zk_,(t)Z;(t)ij I ~ Ck2e-l'te-(k+l)l't, (2.17) 

or ;>k 

where C is an absolute constant. This implies that 

k-1 
Z'(t) + 2Zk_;(t)Z,(t)ij + ",k2Zk(t) 

;=1 

= O{ (k3e- llt) exp [-(k + l)ftt]), (2.18) 

as t ~ 00 where the constant, corresponding to the 0 
order of magnitude estimate, is independent of k. At 
the very least, if k 3 exp (-ftt) = 0(1) as t ~ 00, the 
error estimate on the right of Eq. (2.18) is negligible 
compared to the individual terms on the left of the 
equation since each of those terms is precisely of order 
of magnitude exp (-kp,t). It follows that we have a 
drift of spectral mass from lower wavenumbers 

1 ~ j < k to k through the convolution term 

k-l 

2 Zk_;(t)Z;(t)ij, (2.19) 
;=1 

as given in a number of heuristic discussions of 
turbulence. This is enough to counterbalance the 
dissipative term -",k2Zk(t) to such an extent that 
Zk(t) is of order of magnitude exp (-kftt) [see (2.14]) 
rather than exp ( - k2",t) , as it would be if the convolu
tion transfer term did not enter. Notice that all three 
terms of Eq. (2.3) are of order exp (-k",t) . 

Cole4 has recently obtained estimates related to 
(2.14). 

3. ENERGY ESTIMATES 

We first consider a real deterministic solution of the 
Burgers equation on the real line. Let u be a solution 
with Ut ' u'" bounded and u E L, 

lim u(x) = O. (3.1) 

'''''-+''' 
The assumptions on u imply that u E £2. On multi
plying the Burgers equation by u and integrating with 
respect to x, the following is obtained: 

L:[UU t + u2u",] dx 

The relation 

= l.i rN 

u2 dx + l[u3(N) _ u3( -N)] 
2 dt J-N 

= ",IN uu",,,,dx 
-N 

= "'UU",I~N - '" rN 
u; dx. (3.2) J-N 

~ :t f u2 
dx = -'" f u! dx (3.3) 

is obtained in the limit as N ~ 00 and describes the 
rate of decay of energy. 

A similar argument can be used to give a corre
sponding result in the case of a random solution of 
the Burgers equation stationary in x. It will be more 
than enough to assume that moments of u and its 
partial derivatives Ut , u"" and u"'''' exist up to fourth 
order. Multiply the Burgers equation by u and take 
expectations to obtain 

E{uut + u",u2
} = ftE(uu"",,). (3.4) 

The simple equalities 
1 0 

Eu",u2 = - -Eus = 0 
3 ox 

• J. D. Cole (unpublished). 
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and as t -+ 00, then 

~ Euu", = Eu; + Euu",,,, = ° f I tp",(t, x)14 dx ::;; CCut)-2 f ).2 exp (-2ftt).2) Ih().)12 d)' 

imply ~hat 

1 d 2 2 2. dt Eu = -ftEu". (3.5) 

We shall get estimates of the energy and the rate of 
decay of energy when t is large for a class of solutions 
of the Burgers equation in both the deterministic 
solution of the Burgers equation of the form u = 
-2fttp"(c + tp)-I, where max Itpl < c and 

" 
• tp(x, t) = f exp (iXA - ftt).2)h{)') d)', (3.6) 

where h ELand is bounded. Now 

f lu(x, tW dx = 4ft2f \ c ~ tp \2dx 

and, since Itpl-+ ° as t -+ 00, 

f'u(X, t)12 dx ""-' 4ft2C-2f I tp",1 2 dx, (3.7) 

as t -+ 00. The energy content of the solution u of the 
Burgers equation given above is the same as that of the 
solution 2ftC-ltp", of the heat equation as t -+ 00. 

The rate of decay of total energy is governed by S lu",1 2 

dxand 

U",(x, t) = -2ft[(c + tp)tp",,,, - tp!](c + tpr2. (3.8) 

Thus 

f'u.,{x, tW dx ""-' 4ft2C-
4f l{C + tp)tp",,,, - tp!1 2 dx, 

as t -+ 00. Since 

fltp",,,,1 2 /c + tp/2 dx "'-' c2J/tp",,,,/2 dx 

as t -+ 00 and 

f (c + tp )tp",,,,tp; dx = J tptp",,,tp~ dx = - i J tp! dx, 

it follows that 

I/u",/2 dx ""-' 4ft2C-2I/tp"",,1 2 dx + ~;,u2C-4J/tp",14 dx, 

(3.9) 
as t -+ 00. Since 

s~p Itp.,(x, t)1 ::;; f exp (_,ut).2) IAI Ih(A)1 dA 

= O[{ftt)-l] 

as t -+ 00 with _C a constant. If h{)') ~ kAa., Cf.;;::: 0, 
and k -:;1= 0, as A ! 0, we shall have the second term on 
the right of relation (3.9) of smaller order of magnitude 
than the first as t -+ 00, so that 

f lu",1 2 dx'-"" 4ft2c-2 f Itp",,,1 2 dx (3.1O) 

as t -+ 00. The asymptotic rate of decay of energy will 
then be the same as for the solution 2ftc-l tpx of the 
heat equation. Notice that our discussion of total 
energy and its rate of decay for large t depends on the 
low-frequency range of A in the neighborhood of 
zero. 

Similar conclusions can be obtained for a random 
solution u = -2fttp,,{c + tp)-l, where 

tp{x, t) = J exp (iXA - fttA2) dZ{A), (3.11) 

with tp(x, 0) a bounded process stationary in x, of 
absolute value less than c and mean zero. Here Z(·) is 
the random spectral function corresponding to 
tp(x, 0). We shall assume that tp(x, 0) has second-order 
spectral density f(A) and fourth-order cumulant 
spectral density g(A} , A2, A3)' These will be well 
defined and continuous if the second-order moments 
and fourth-order cumulants are integrable as functions 
of the one and three linearly independent differences of 
spatial arguments respectively (see Ref. 5 for a dis
cussion of higher-order spectra). As before, I tpl-+ ° 
as t -+ 00, so that 

Eu2 ""-' 4ft2C- 2Etp; = 4ft2C-2f ).2 exp (_2ftt).2)f().) dA 

(3.12) 

as t -+ 00. The rate of dissipation of energy is given 
by (3.5), with Ux given by (3.8). Then 

with 
Eu~ ""-' 4ft2c-4E I{c + tp)tp",x _ tp!1 2, 

E I(c + tp)tp",,,, - tp!1 2 
"-' c2Etp!", + !Etp!. 

Now, Etp! = C4( tp",) + 304( tp",), where C4 is the fourth 
cumulant of tp", and a2(tp",) is the variance of tp". Thus 

Etp! = 3[f).2 exp (_2ftt).2)f(A) d).r 

+ f Al ).2 Ai -AI -A2 -).3) 

X exp {-ftt[A~ + A; + ).~ + ().} + ).2 + A3)2]} 

X g(A.} , A2, A3) dA} dA2 dA3. (3.13) 
---

5 Ya. G. Sinai, Theory Probability Appl. (USSR) 8, 429 (1963). 
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Assuming that I and g are bounded and that j is not 
zero in the neighborhood of zero, 

E<p!", '" (,utri , 
while 

as t ~ 00. In that case the principal contribution to 
the decay of energy would be expected from the term 
E<p!", when t is large. 

4. A SOLUTION ON THE REAL LINE 

In this section we shall again look at a solution of 
the Burgers equation of the form u = 2f-l'Y",(c - 'Y)-l 
with max I'YI < cand 'Y given by (3.6). The function 

'" h is assumed to be bounded, real, and continuous 
with h(O) = c > O. Our object is to get an estimate of 
the Fourier transform I(A., t) (with respect to x) of 
u(x, t) at a fixed A. :;!: ° as t ~ 00. This is a limited 
parallel to the computation carried out in Sec. 2 for a 
periodic solution. Notice that as t gets large this will 
fall outside of both the energy~containing and energy
dissipative range for which A. '"" (f-lt)-t ast ~oo by 
arguments like those given in the section on energy 
estimates. 

Now 
a 

-k-l - 'Yk+l 
co Yo ax 

u(x, t) = 2f-l! (4.1) 
k=O (k + 1) 

Consider the Fourier transform of'Yk (k > 1) 

(217)-Ck-°fexp {-f-l{ (A - ~\rt + 1-\~J} 

X h[~. -kfAiJ iJ h(Ai) dA.1 ••• d).k-l' (4.2) 

Set 

Integral (4.2) can then be rewritten as 

(217)-Ck-1 ) exp (-f-lIA. 2/k)(2f-lt)-Ck-l)/2 

This suggests the estimate 

exp (-f-ltA2/k){h(~) r (417f-l t)-Ck-l)/2k-t (4.4) 

for integral (4.3) to the first order and therefore 

2f-liA i exp (-f-l1A.2/k>[yo1h G) r(417f-l t)-Ck-0I2k-i 

(4.5) 

as an estimate of/(A., t). For A '"" (f-lt)-l, it is clear that 
only the term corresponding to k = 1 is of interest as 
t ~ 00. Consider a fixed A > 0 and assume that 

h(A.) = ho + )'h1 + o().), A. > 0, (4.6) 

in the neighborhood of A = 0. The following approxi
mation is obtained by taking into account those terms 
in the summation (4.5) for values of k in the neighbor
hood of kmax , which maximizes the typical term 

I(A, t) '" 2f-li). exp ( -A{f-l{t log e17:?~) Jt 
+O[IOg(f-lt)]). (4.7) 

5. AN OVERSIMPLIFIED VERSION OF THE 
NAVIER-STOKES EQUATIONS 

A three-dimensional example like the Burgers 
equation can be obtained by looking at the Navier
Stokes system of equations without the continuity 
equation and the pressure terms, and by looking for 
solutions that are gradients. We wish to consider 
Cauchy's problem for the equations 

av - + (v· V)v = f-l!l.v, f-l > 0, (5.1) at 
where v = (VI' V2 , vs) is a 3-vector depending on 3 
spatial variables and time, and the initial vector 
Vo = vex, 0) satisfies curl Vo = 0. This system is briefly 
mentioned at the end of Cole's papers but is studied 
at some length in the paper of Kuznetsov and 
Rozhdestvenskii. 6 The fact that curl Vo = 0 implies 
that a solution with this initial specification is irrota
tional for all time. By introducing a scalar function 
<p satisfying 

v = -2f-lV log <p, (5.2) 

the initial-value problem for Eq. (5.l)is reduced to that 
of 

alP - = f-l!l.<p. at (5.3) 

If we set <p(x, t) = Yo - 'Y, with max 1<p1 < Yo as 
before, 

co 

-2f-l log <p - 2f-llog Yo = 2f-l! Yoi-l'Yi+1/(j + 1). 
j=O 

(5.4) 

• N. N. Kuznetsov and B. L. Rozhdestvenskii, Z. Vycisl. Mat. Fiz. 
1,217 (1961). 
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An argument like that given in Sec. 4 now suggests 
approximating the Fourier transform of 'Yk (k ~ 1) by 

exp (-P.tA 2/k){ h (~) f( 47TP.t)-i(k-l)k-f (5.5) 

if'Y is given by 

'Y(x, t) = f exp (ix • A - P.tA2)h(A) dA (5.6) 

where x and A are 3-vectors, and h is bounded, real, 
and continuous. One can then proceed further and 
obtain estimates somewhat like (4.7) under further 
assumptions on h analogous to those made in Sec. 4. 
Instead of proceeding in this direction, we shall 
consider periodic solutions of system (5.1) in the 
manner of Sec. 2. 

Let v be an irrotational solution of Eq. (5.1) with 
period 27T in each spatial variable and 

50
2
" v(I)(x, t) dX1 = 50

2

" V(2)(X, t) dX2 

= 50
2 

.. V(3)(X, t) dX3 = O. (5.7) 

Then the solution v is given by (5.2) in terms of a solu
tion 

f/J = Yo - 'Y = Yo - LYk exp (-k2,ut) exp (ik • x) 
k"O 

(5.8) 

of the heat equation. Notice that k is a wavenumber 
3-vector of integers and 0 is the zero 3-vector. Assume, 
as in Sec. 2, that 

(5.9) 

We can then get estimates for the vectors Zk(t) and 
z~(t), for large t, where the Zk(t) are the Fourier 
coefficients in the harmonic analysis of v: 

x 
'1+ ... +'H1=k 

Si "0 

(5.10) 

(5.11) 

For large t, it is clear that the first-order contribution 
to Zk(t) in (5.11) will come from vectors s ¢ ° with 
the following properties. The component Si of s will be 
zero if k i = 0, while Si = 0, 1 (Si = 0, -1) if k i > 0 
(k i < 0). Call this set of vectors U(k). Thus, if all the 
components of k are positive, U(k) consists of the 
vectors (1,0,0), (0, 1,0), (0,0, 1), (1, 1,0), (1,0, 1), 
(0, I, I), and (1, I, I). If k has its first component 
negative and the others zero, U(k) contains only 

( -1, 0, 0). Let us set 

A(k) = ~ _1_ ~ Y' .. Y y- i - 1 (5.12) 
4.,. 1 4., II 11+1 0 . 

1?':O] + 11+" . +Ii+l=k 
"{fOUlk) 

Then, for fixed k, 

zit) = 2,uikA(k) exp [ - ilkil P.tJ[l + o(e-IlI)] 

(5.13) 
and 

z~(t) = -2p.2ikA(k)C~lkil) 

x exp ( - ~llkil ,ut) [1 + o(e-Ilt)], (5.14) 

as t -+ 00. Notice that the analog of the system (2.3) is 

z~(t) + L ilk' • Zk_k,(t)]Zk,(t) = -p. IkJ2 Zk(t). (5.15) 
k' 

This is certainly sati~fied by (5.11), for t sufficiently 
large. We shall just briefly remark on the analog of 
Eq. (2.18) for wavevectors k all of whose components 
are nonnegative. Given any two wavevectors k and 
k', k ~ k' means that k - k' is a vector all of whose 
components are nonnegative. The estimates (5.14) 
and (5.15) with error terms imply that 

z~(t) + L i[k'. Zk_k,(t)]Zk,(t) + ,u Ikl2 zit) 
k?':k'?':O 

if k ~ 0, k '¥- 0 with k fixed as t -+ 00. The error 
estimate is small compared to each of the terms on the 
left of (5.16) which are of order of magnitude 
exp {-L~=l Ik;1 p.t}. One has a drift of spectral mass 
from wavevectors k', 0 :::;; k' :::;; k to k through the 
truncated convolution term as before. If k :::;; 0, the 
convolution term would be summed over k', k:::;; 
k' $; 0, with a similar modification for k belonging to 
some other octant. 

6. ASYMPTOTIC DISTRIBUTION OF A CLASS 
OF RANDOM SOLUTIONS. 

Let us now consider random solutions of the 
Burgers equation that are stationary in x. Our object 
is to get some information on the asymptotic distri
bution of the solution as t -+ 00. The case of periodic 
solutions satisfying condition (1.8) is rather un
interesting, since it is clear from (2.2) that 

u(x, t)~ -2P.(Yl/YO)e""'e-llt (6.1) 

as t -+ 00. The asymptotic distribution of u(x, t) 
(assuming that Yo > ~ > 0 with probability one) is 
determined by the joint distribution of Yo and Yl . 
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Consider now a random solution of the Burgers 
equation given by 

u = 2/-t'I'z(c - 'I')-l, (6.2) 

with e a positive constant and 'I' a strictly stationary 
solution of the heat equation (1.5) in x with 

max l'I'o(x)1 < e, E'I'o(x) == 0, (6.3) 
z 

where 'I'o(x) = 'I'(x, 0). Notice that (6.3) implies that 
max 1'I'(x, t)1 < e for all t > O. The stationarity of 'I'o 
in x implies that uo(x) = u(x, 0), u(x, t), and 'I'(x, t) 
are strictly stationary. Let the second-order spectral 
distribution function of'I'o be F()'), 

E'I'o(Y + x)'I'o(Y) = f eiZJ. dF()'). (6.4) 

Since uo(x) = 2#'I' oie - 'I' Oz)-l, it is clear that at the 
very least we ought to have 

J ,12 dF(,t) < 00, (6.5) 

in order that uo(x) be well defined at least in mean 
square. Let us assume that 'P' 0 is strongly (or uni
formly) mixing in the following sense.7•S Let A, B be 
two events with A determined by conditions on the 
random variables 'I'o(x) with x S y and B determined 
by the random variables 'I' o (x) with x ~ Y + d, d > O. 
The process 'I' 0 is said to be strongly mixing if 

IP(AB) - P(A)P(B)I < oc(d), (6.6) 

where oc(d) is a function of d that tends to zero as 
d ---+- 00 and that otherwise is independent of A, B, and 
y. This condition of strong mixing is a strong form of 
asymptotic independence as the events A and Bare 
determined by random variables that are further and 
further removed spatially. Conditions sufficient for 
strong mixing are discussed in Refs. 7 and 8. Notice 
that strong mixing for 'I'o implies that Uo is strongly 
mixing. Since 

'I'(x, t) = roo (47T#t)-i exp {_ (x - y)2}'I'O(Y) dy, 
)-00 4#t 

it is clear that max 1'I'(x, t)1 ---+- 0 as t ---+- 00 and that 

u(x, t)"-' 2/-tc-1'I'z, (6.7) 

as t ---+- 00. Now: 

'I' ZCx, t) = - f (47T#t)-i exp { - (x ~:)2}'I'oiY) dy. 

(6.8) 

Equation (6.8) indicates that 'I'", is obtained from 'I'o", 
by narrow band pass filtering about frequency zero 
and one knows that 'I' Oz is strongly mixing (since 'I'o 

7 A. N. Kolmogorov and Y. A. Rozanov. Theory Probability 
AppJ. (USSR) 5, 204 (1960). 

8 M. Rosenblatt. Quart. AppJ. Math. 18, 387 (1961). 

is strongly mixing). Under appropriate conditions on 
second and fourth order moments (see Ref. 8), one 
would expect 'I'z to be asymptotically normally distri
buted (when properly normalized) as t ---+- 00. The 
assumption that 'I' ° is strongly mixing implies that F 
is absolutely continuous with spectral density f().). 
But then 'I'oz has spectral density ).2f().). One of the 
conditions required for asymptotic normality of 'I' '" 
is that the variance of (47T/-tt)t'I'", diverge as t ---+- 00. 

But this variance 

(}'2[(47T#t)~z] = 47T#tf ).2e-21'tJ.}"(A) d)' = 0(1). (6.9) 

We do not have divergence of (6.9) as t---+-oo and so 
u(x, t) as given by (6.7), is typically not asymptotically 
normal. The following objection might be brought 
against our argument. Even though u as given by (1.6) 
is stationary in x, the function ffJ might not be and it 
is this class of random solutions one ought to look 
at. Nonetheless, we shall see that random solutions 
of (5.1) stationary in x that are obtained from corre
sponding stationary solutions of the heat equation 
(5.3) by (5.2) are typically asymptotically normal under 
analogous conditions. This could be thought of as a 
difference between the one- and three-dimensional 
equations. 

Let us consider a random solution of Eq. (5.1) 
given by 

v = 2/-t(e - 'P')-1V'P' (6.10) 

with e a positive constant and '¥ a strictly stationary 
solution of (5.1) in x with . 

max l'¥o(x)1 < e, E'¥o(x) == 0, (6.11) 
x 

where 'I'o(x) = 'I'(x, 0). Let F be the second-order 
spectral distribution function of'I'o 

E'fo(Y + x)'¥o(y) = fexp (ix. A) dF(A). (6.12) 

One would have to require that 

f'A'2 dF(A) < 00, (6.13) 

if v is to be well defined in mean square. The following 
definition is a possible generalization of the concept 
of strong mixing for a process '¥o(x) with parameter 
x a point in 3-space. Consider any two events A, B 
determined by the random variables {'fo(x), x E /} 

and {'I'o(x'), x' E [I}, respectively. Let C1 , Cll be the 
convex hulls of the set of points {x, x E /} and 
{x', x' EI'}, respectively. Set d equal to the distance 
between C1 , C2 • We shall say that '¥o(x) is strongly 
mixing if condition (6.6) is satisfied for all events A, 
B, where oc(d) is a function of d that tends to zero as 
d ---+- 00. If'I'o is strongly mixing, then F is absolutely 
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continuous with spectral density f(A). As t ~ 00 one 
can show that 

(6.14) 
and 

(41T,utlV'I"(x, t) = - roo exp {_ Ix - YI2}V'f"o(Y) dy. 
J-oo 4,ut 

The spectral density of (41T,ut)f'f" ",,(x, t) is 

0'2[( 41T,ut)!'f" a:;(x, t)] 

(6.15) 

= (41T,ut)3j A~ exp (-2,ut IAI2)f(A) dA ~ 00, 

(6.16) 

as t ~ 00 if f(A) is continuous and bounded away 
from zero at A = O. Actually, less stringent conditions 
on f(A) at zero would suffice for (6.16). Again, it is 
clear from (6.15) that we are narrow band pass 
filtering about A = O. But now because of (6.16), 
broad conditions on fourth-order moments assure 
asymptotic normality of (6.10). 
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